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Abstract

Traditional money demand function is based on partial equilibrium model, which only focuses on the liquidity market. Though working quite well in practice, the empirical results of these models are not robust due to probable misspecifications and omission of important factors. This paper employs the latest development in general equilibrium model, especially banking approach, as the theoretical methodology. This new approach emphasizes the more and more significant role of banking sector in a developing monetary economy like China. It is shown that this model behaves better in theoretical plausibility and empirical robustness. On the other hand, this paper also uses various advanced time series econometrics as the empirical methodology to improve the power of estimations and statistical tests.
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Introduction

China has been enjoyed a fast economic growth in the last three decades. One of the important reasons is its financial reform and development in banking sector. More and more foreign banks and non-state-owned banks participate into the competition in banking industry. The productivity of banking sector keeps growing dramatically during the golden decade between the 1997 Asian financial crisis and the 2008 financial crisis. Undoubtedly, the development in financial system will have significant effects on the monetary economy, especially on money demand. This paper strives to incorporate this important factor into the study of money demand in China.

The key feature of this paper is to combine the latest development in theoretical literature and empirical literature. In practice, traditional partial equilibrium models do work quite well to match data in earlier studies. However, the empirical evidence in this paper shows that they are not robust to empirical approaches and money aggregates. The estimated elasticities of money demand change dramatically in value and significance. It shows a probable misspecification in the traditional model. It might be because it ignores the role of banking sector. Latest development in theoretical monetary economics brings in the attention to banking sector. This new strand of models is the basis for this study of money demand. On the other hand, in addition to the traditional econometric tools, I also employ some advanced time series techniques to improve the reliability of the empirical results. Different approaches also enable me to conduct robustness check.

To develop a new methodology based on general equilibrium model, a comprehensive theoretical literature review is done in Section 2 in a generic framework and historical link. Some empirical literatures are also reviewed on both partial equilibrium models and general equilibrium models in Section 3. Based on the previous two sections, the theoretical and empirical methodologies are developed in Section 4. Section 5 presents the model developed from banking approach general equilibrium model, resulting in the money demand function. To compare and contrast this resulting money demand function, a traditional money demand function is also used. Section 6 describes the data problems and related solutions, while Section 7 displays the empirical results with implications and explanations. Section 8 summarizes and concludes.

Theoretical Literature Review

The monetary economics is mainly developed based on the assumption of developed economy. On the demand side, money demand is the desired holding of money balances in the form of cash or zero interest bank deposits. People demand for money due to several motives, around which the models of money demand are developed. On the supply side, money supply is assumed to be sticking to some rule (e.g. Taylor rule) so that the monetary economy is always in equilibrium, i.e. they do not talk about transition but only focus on steady state or balanced growth path equilibria.

In terms of origin, monetary economics has evolved from two different streams: the quantity theory, which was a part of the Classical theory, and the Keynesian theory. In terms of methodology, monetary economic models can be divided into partial equilibrium models and general equilibrium models. The former focuses on money market treating the other parts of the economy as exogenous, while the later incorporates all the markets with micro foundation. Partial equilibrium models are still influential today because of its power on explaining empirical data.

Partial equilibrium models

It is often assumed that real money balances are positively related to income and inversely related to the opportunity cost of holding money. These influences can be referred to the two most important motives of money demand, i.e. transactions motive and speculative motive. These provide the original ideas for money demand function.

Based on the Transactions Motive, money demand focuses on the liquidity provided by money. A typical partial equilibrium money demand function usually has a form:
The individual’s precautionary money demand rises with the uncertainty of future income and consumption needs and purchases.

**Speculative motive**

The speculative-motive, i.e. the object of securing profit from knowing better than the market what the future will bring forth [1].

The individual has to make a decision between holding bonds and holding money, with a speculative motive to maximize the maturity value (equal to principal plus interest). Since individuals tend to differ in their views on the future of the interest rate, some would expect an increase in bond prices ("bull") and choose to increase their bond holdings, while others would expect a decrease in bond prices ("bear") and reduce their bond holdings. As a result, the speculative money demand increases as the bond price rises, or conversely, as the interest rate falls. Due to the "animal spirit" when people make this choice, money demand would be quite unstable.

**Monetarist money demand theory**

Friedman [3] restated the proposition of quantity theory as “money matters” rather than the more specific statement that “changes in money supply will cause proportional changes in the price level”. The main role of quantity theory is limited to a money demand theory. He treated money as a form of asset in consumer’s utility function and as a form of capital in firm’s production function. In this sense, Friedman’s main concern is the speculative motive rather than transactions motive. On the supply side, Friedman asserted that the determinants of the money supply are independent of those of the money demand.

Friedman also argued that money demand and velocity function are highly stable, so monetary policy has a strong and reliable impact on the economy. This is different from the early Keynesian viewpoints that these functions are volatile and that the monetary policy could not be a reliable stabilization policy, so fiscal policy is strongly preferred. The two opinions were merged to the Neoclassical-Keynesian Synthesis in the 1960’s, i.e. the popularity of the IS-LM model for the macroeconomic analysis of the impact of monetary as well as fiscal policy on aggregate demand.

**Constant semi-interest elasticity of money demand**

In the light of the original ideas developed by Classical, Keynesian and Monetarist, some popular partial equilibrium models are developed. Cagan [3] explanation of the post-World War I and World War II European hyperinflations was an amazingly successful work. His specification of the money demand function can be rewritten as:

\[
m = e^{-hy} \Rightarrow \eta_m = \frac{\partial m}{\partial R} = -bR \\eta_y = \frac{\partial m}{\partial y} m = 1 \quad v = \frac{y}{m} = e^{hy}
\]

Here, b is the "semi-interest elasticity" of money demand, because the magnitude of the interest elasticity rises as the nominal interest rate R goes up. In other words, the consumer’s sensitivity to the inflation tax rises as the inflation tax rate rises, causing the consumer to substitute away from the use of money increasingly more. Rising price elasticity from a rising tax rate is a standard result in public finance literature. Therefore, the success of the Cagan model is that it treats inflation as a tax in a way that is consistent with fiscal tax theory.
From another perspective, if we define the income velocity of money as $v \equiv y/m$, then the velocity rises at an increasing rate as the nominal interest rate rises. An example for this money demand function is shown below Graph 1.

### Constant interest elasticity of money demand: These models, based on Baumol-Tobin framework, are more suitable for the scenarios when inflation is not significantly high, as opposed to Cagan model.

Baumol [4] assumes that people have a steady flow of income over the period (partial equilibrium), which can be either deposited in bank to earn nominal interest rate $R$ or held as cash without any interest. However, in order to buy consumption goods, the consumer needs to go to the bank and take out money, which induces a trip cost $b$ each time. If $M$ is the amount withdrawn each time, then $M/2$ is the average holding $m$ of money, i.e. nominal money demand (Graph 2).

Rational consumers choose the optimal money demand by minimizing the total cost, equal to the opportunity cost of interest $R$ plus the cost of banking $b(y/m)$:

$$\text{Min } TC = R (M/C) + b (Y/M)$$

Take derivative of the objective function with respect to the control variable $M$:

$$R = \frac{b(Y/M)}{(M/2)} = \frac{M}{P} = \frac{\ln m}{2R} \Rightarrow \eta_m^e = \frac{\partial \ln R}{\partial m} = -0.5$$

The first conclusion is that the marginal cost of money (the foregone interest $R$) should be equal to the marginal cost banking (the change in the total cost of banking $b(Y/M)$ divided by the change in money holding $M/2$).

The second conclusion is that the real money demand $m$ takes a square root form. It is positively correlated with real income and cost of banking while negatively correlated with the cost of interest. The third conclusion is that this model gives a constant interest elasticity of money demand $\eta_m^e = -0.5$ and constant income elasticity of money demand $\eta_y^e = 0.5$.

There are mainly two drawbacks on this model. Firstly, this money demand function is not well defined at the Friedman optimum when $R=0$, where the money demand is infinite. Secondly, the income elasticity is usually considered to be around 1 rather than 0.5, because in any balanced growth equilibrium, money demand needs to stay proportional to consumption and output, i.e. these variables all grow at the same rate. Should that not be the case, the velocity of money would go to zero or infinity. On the other hand, however, some argue that this is exactly how money demand should be analysed because of technological evolution. Woodford argues this as why the economy is moving to a moneyless world and that the velocity of money continues to rise for ever. There is little empirical support for these arguments and most studies still find income elasticity around 1.

### Tobin money demand: Money can be treated as a risk free asset when people allocate their wealth. It is a so-called asset approach to money demand. Money is desirable for its zero risk but undesirable for its zero return. Hence, the optimal portfolio between money and bond considers the trade-off between risk and expected return. Tobin [2] formalized Keynes’ speculative motive of money demand.

### General equilibrium models

#### Money in the utility function (MIUF) model: The central idea is that there is a marginal condition along which the consumer makes the decision of how much money to hold, i.e. the marginal cost equals the marginal benefit of money. The marginal cost of money is the foregone interest from having to carry around money for use in exchange during the period. This opportunity cost is equal to the higher one between the bank savings account interest rate and the government bond interest rate. The marginal benefit of money is the key way in which the monetary economies differ. The benefit could be that money facilitates the exchange or reduces the shopping time. However, abstracting from the precise nature of the benefit, the MIUF simply states that money gives utility.

#### Static MIUF model: Samuelson assumes that consumer maximizes the utility in a static fashion:

$$\max_{c, m} u(c, m) = \lambda \left( Py + V - Pc - RM \right)$$

The first order conditions give the marginal rate of substitution (MRS) between money and consumption is equal to the nominal interest rate:

$$MRS_{nc} = \frac{u_c(c, m)}{u_m(c, m)} = R$$

Assume that the utility function has a form $u(c, m) = \ln c + b \ln m$, then the MRS becomes:

$$MRS_{nc} = \frac{b}{1/c} = R \Rightarrow m = \frac{bc}{R} \Rightarrow \eta_c^e = \frac{\partial \ln R}{\partial c} = -1$$

The first problem of this model is that the money demand of this
form shows a type of "money super neutrality", i.e. the changes in $m$ have no effect on other variables in the economy. However, this does not hold in general. The second problem is that the interest elasticity of money demand $\eta_m$ is too close to $-1$ while empirical data suggests close to -0.5. A more fundamental problem is that the money demand is not well defined at the Friedman optimum, i.e. $r=0$.

**Dynamic MIUF models:** In the dynamic model, the consumer maximizes $\sum_{t=0}^{\infty} \beta^t u(c_t, m_t)$, subject to a series of period budget constraints: $P y_t + V_t = P y_{t+1} + (M_{t+1} - M_t)$. We can equivalently rewrite all the period budget constraints by one "inter-territorial budget constraint" using no-Ponzi game condition, i.e. the sum of discounted real value of income should be equal to the sum of discounted real value of expenditure. The consumer’s problem is:

$$\max \sum_{t=0}^{\infty} \beta^t \left[ u(c_t, m_t) + \lambda \left[ P y_t + V_t - P y_{t+1} - (M_{t+1} - M_t) \right] \right]$$

The FOCs are combined with government’s budget constraint in steady state equilibrium, i.e. $V_t, M_{t+1}, M_t$ to obtain the solution.

On the one hand, we can derive the Intertemporal Condition, which implies that the market discount rate is equal to the subjective discount rate in steady state:

$$r = \rho$$

On the other hand, we can also derive the Intratemporal Condition in steady state:

$$MRS_{m,c} = \frac{u_c(c, m)}{u_m(c, m)} = R$$

This condition is the same as that in Samuelson, i.e. the MRS between money and goods is equal to the price ratio between money (R) and consumption (1). This is because the condensed budget constraint in this dynamic problem is exactly the same as that in the static problem, i.e. $y_t, c_t$. The money demand and elasticities can be derived once specific utility function form is given. In steady state, consumption is constant over time and price is growing at a constant inflation rate.

As a special case, Lucas specifies the utility function as:

$$u(c, m) = \frac{1}{1 - \theta} \left[ c + A^\theta \cdot \frac{m}{c} \right]^{-1/\theta}$$

Substitute this utility function into the general conclusions above to obtain the money demand and elasticities with a constant semi-interest elasticity feature:

$$m_t = \frac{A c_t}{\sqrt{R}} \Rightarrow \eta_m^s = \frac{\partial m_t}{\partial \log m} = -0.5, \text{ as in Baumol (1952)}$$

$$\eta_m^s = \frac{\partial m_t}{\partial \log y} = 1, \text{ not as in Baumol (1952)}$$

Note that the money demand $m$ always enters as part of the ratio $m/c$ because the velocity of money is assumed to be a stable fraction in the equilibrium. Lucas discusses how this specification is not realistic at low nominal interest rates in the sense that Friedman optimum does not hold. To deal with this problem, he considers an example in which government consumes a fraction of resources and the resulting optimal nominal interest rate is above 0.

Another example is Eckstein and Leiderman, where the utility function is specified as:

$$u(c, m) = \phi(c) + m (B - D ln m)$$

Substitute this utility function into the general conclusion to obtain the money demand and elasticities with a constant semi-interest elasticity feature:

$$m_t = \frac{A e^{-\sigma c_t}}{\sqrt{R}} \Rightarrow \begin{cases} \eta_m = -a(c) R, \text{ as in Cagan (1956)} \\ \eta_m = -\frac{\partial m_t}{\partial y} = 1, \text{ not as in Cagan (1956)} \end{cases}$$

Here, $A = e^{\sigma c - 1}$ is a constant and $a(c) = \phi'(c)/D$. This gives an interest elasticity of money demand, which will rise in magnitude with $R$ as in Cagan. However, the income/consumption elasticity of money demand is different from the standard result as in Cagan.

**Cash-in-advance model:** Transactions motive is the main purpose of holding money when money is the only means of exchange. Cash-In-Advance (CIA) model assumes that good can only be bought by money and the balance of money is determined in previous period. The CIA constraint is also called Clower constraint.

Lucas assumes that there is no capital, and then the consumer’s problem is:

$$\max \sum_{t=0}^{\infty} \beta^t \left[ \ln c_t + \alpha \ln x_t \right]$$

$$\text{subject to } V_t, M_{t+1}, M_t$$

Again, the budget constraint can be condensed in steady state by the fact that the government budget constraint holds: $V_t, M_{t+1}, M_t$.

On the one hand, the intertemporal condition in steady state, i.e. Euler equation, can be derived from the FOCs, just like in MIUF models. Since all the variables in the condition are constant in steady state, the time subscripts are omitted:

$$r = \rho$$

On the other hand, combine the FOCs with respect to $c_t$ and $M_{t+1}$ to obtain the intratemporal condition in steady state:

$$MRS_{c_t, M_t} = \frac{u_c(c, x)}{u_m(c, x)} = 1 + R/w$$

This condition says, in steady state, the MRS between consumption and leisure should be equal to the price ratio between goods (1+R) and leisure (W). The price of goods is equal to (1+R) because there is an extra opportunity cost of interest for using money to buy goods. Combine with the budget constraints to obtain the final solution in steady state:

$$x = \frac{\alpha (1 + R)}{1 + \alpha (1 + R)} c = m = \frac{w}{1 + \alpha (1 + R)}$$

Hence, leisure $x$ is positively related with $R$, while consumption $C$ is negatively related with $R$, i.e. consumption goes to leisure if the effective goods price rises.

**Cash-credit model:** In practice, people can purchase goods by cash or by credit rather than by cash only. To model this substitute in transactions, Cash-Credit model is developed.

Lucas and Stokey assume there are two types of goods in terms of the method of purchase: $c_1$ is cash good purchased by cash and $c_2$ is credit good purchased by credit. The price of $c_1$ is $1 + R$, while the price of $c_2$ is 1. To maximize the utility function $u(c_1, c_2, x)$, the consumer has to trade-off between the extra opportunity cost and the utility loss of cash good. The consumer’s problem now becomes:
The right hand side is the marginal cost of real money, i.e. the opportunity cost of CIA constraint, shopping time model assumes that the exchange price ratio between them. The numerator represents the value of shopping time.

This result shows that the MRS between cash good and credit good is equal to the price ratio between them. The last result shows that the MRS between cash good and credit good is equal to the price ratio between them.

**Shopping time model:** As another way of modelling the money based on transactions motive, shopping time model, is developed by McCallum, Goodfriend and, Gavin and Kydland, Lucas etc. Instead of CIA constraint, shopping time model gives the intertemporal condition, i.e. the MRS between consumption and leisure:

\[
MRS_{c,t} = \frac{u_t(c,s)}{u_t(c,x)} = \frac{1 + w g(c,m)}{w}.
\]

This result shows that the MRS between consumption and leisure is equal to the price ratio between them. The numerator represents the total exchange cost of consumption, i.e. the price of consumption plus the value of shopping time.

On the one hand, as before, the FOCs give the intratemporal condition, which is positively correlated with \(ct\) but negatively correlated with \(mt\).

For example, Kimbrough assumes that consumer maximizes:

\[
\max \sum_{t=0}^{\infty} \beta^t \left[ \ln c_t + \alpha \ln x_t + \lambda P W_t (1 - x_t) + V_t - P c_{t|1} - (M_{s,t} - M_t) \right] + \mu_x (M_t - P c_{t|1}).
\]

Combining the FOCs in steady state to get the MRS between \(ct\) and \(xt\):

\[
MRS_{c,t} = \frac{u_t(c,s)}{u_t(c,x)} = \frac{1 + R}{w} \quad \text{and} \quad MRS_{x,t} = \frac{u_t(c,x)}{u_t(c,s)} = \frac{1}{w}.
\]

Note that the first result does not depend on the marginal store \(s\). Hence, the result is consistent with Lucas, Cash-in-Advance model and Cash-Credit model. The second result is consistent with the benchmark shopping time model. The numerator represents the total shopping time when consumer uses credit to purchase goods. The last result shows that the MRS between money and credit good is equal to the price ratio between them.

The final solution for these control variables can be found by combining the marginal conditions with the budget constraints. Qualitatively, the marginal store \(s\) can be determined as follows (Graph 3).

**Transaction cost model:** Transaction cost is another approach to modelling the role of money in economy, developed by Barsil, Coleman, Schmit, Grobe and Uribe. In these models, there is a transaction cost \(s\) when consumer purchases goods, so the total cost of goods is \(P(1+s)\). Compared to shopping time model where money can reduce the time used in shopping, transaction cost model instead assumes that money can reduce the transaction cost. The feature in common is that money can influence the use of some real resources in economy.

For example, Kimbrough assumes that consumer maximizes:

\[
\max \sum_{t=0}^{\infty} \beta^t \left[ \ln c_t + \alpha \ln x_t + \lambda P W_t (1 - x_t) + V_t - P c_{t|1} (1 + s_t) - (M_{s,t} - M_t) \right] + \mu_x (s_t - g(c,m_t)).
\]

Like before, play around with the FOCs in steady state to get the MRS between cash good, credit good and leisure.

By contrast, there is no shopping time for cash good but there is an opportunity cost \(R\). The consumer’s problem becomes:

\[
\max \sum_{t=0}^{\infty} \beta^t \left[ \ln c_t + \alpha \ln x_t + \lambda P W_t (1 - x_t) + V_t - P c_{t|1} - (M_{s,t} - M_t) \right] + \mu_x (M_t - P c_{t|1}).
\]

Graph 3: Determination of marginal store \(s\).
As before, the MRS between consumption and leisure can be derived:

$$MRS_{x,c} = \frac{u_x(c,x)}{u_c(c,x)} = 1 + \theta \left( 1 - e^{-\alpha t} \right) \frac{w}{\beta}$$

This result is consistent with the previous models. The only difference is that the total cost of consumption, represented by the numerator, is equal to the price plus the marginal transaction cost $\theta (1-e^{-\alpha t})$.

The money demand can also be derived based on the FOCs:

$$m = A \epsilon e^{-\beta t} \Rightarrow \eta' = \frac{\hat{c} m}{\hat{c} c} m = -\alpha R$$

where $\hat{A}$ is a constant.

Obviously, Cagan (1956) money demand function is a special case of this general form, with $\hat{A} = 1$ and $\beta = a$.

**Banking approach model:** In reality, banking sector provides credit service for consumers to substitute money in transactions. In a general equilibrium model, consumer chooses to buy consumption goods either by money or by credit and allocates time between leisure, good production and credit production.

The benchmark model of this strand assumes that good sector has a simple production function, which only depends on the labour input in good sector: $y, A y, (1 - x, 1 - c)$. The banking sector has a credit production function, which depends on the labour input and deposit input in banking sector: $q, A d, d^{\beta - 1}$. The proportion of goods purchased by cash is $\alpha$, so the proportion of goods purchased by credit is $1 - \alpha$. The government only issue new money supply ($v_t$) each period and transfer it to the agents. The economy is competitive in all markets. Thus, the centralized equilibrium is equivalent to the decentralized competitive equilibrium. The representative agent’s problem is now:

$$\max \sum_{t=0}^{\infty} \beta^t \left[ \ln c_t + \alpha \ln x_t + + \hat{c} \left( \eta + \frac{\partial}{\partial c} \ln c_t \right) \right]$$

There are three constraints. The first is the budget constraint, the second is the CIA constraint for consumption purchased by cash, and the third means the agent’s total consumption should be equal to his total asset. In some sense, the last is actually a Cash-Credit-In-Advance constraint: agents cannot consume more than his total asset. Though complicated, the essence of this problem is still the same as previous models. We can derive the FOCs and the MRS between consumption and leisure as before:

$$MRS_{x,c} = \frac{u_x(c,x)}{u_c(c,x)} = \frac{1 + a R + (1-a) \gamma R}{a R}$$

The last equation holds if the problem is decentralized and the explicit wage in steady state is just equal to $c_t$. The term $[a R + (1-a) \gamma R]$ in the numerator represents the weighted average cost of consumption. $R$ is the cost of using money, while $\gamma R$ is the cost of using credit. Hence, the MRS between consumption and leisure is again the price ratio between them.

If we extend the benchmark model by including capital as one of the input factors in banking sectors, then the model will be more general: $q_t = A d_t d^{\beta - 1}$.

The representative agent’s problem now becomes:

$$\max \sum_{t=0}^{\infty} \beta^t \left[ \ln c_t + \alpha \ln x_t + + \hat{c} \left( \eta + \frac{\partial}{\partial c} \ln c_t \right) \right]$$

Here, the agent receives the interest payment $r_c d_t$ as part of its income. Meanwhile, the banking sector now charges $P_q$ for its credit service, rather than for free as in the benchmark model. This charge might come from the interest differential between loan and deposit.

The marginal condition between consumption and leisure ($MRS_{x,c}$) does not change. However, there is another marginal condition between money and credit, i.e. the marginal cost of credit $P_q / P_c$ should be equal to the marginal cost of money $R_c$.

Theoretically, the banking approach model is so general that it could include almost all the money demand models as its special case. Firstly, Lucas, CIA model is just a special case when there is no credit, i.e. $a = 1$. In this case, MRS between consumption and leisure is the same as that in CIA model. Secondly, Lucas and Stokey, Cash-Credit model is just a special case when there is no cost of using credit. Thirdly, Shopping Time model can be regarded as a special case where shopping time function $s_t$ is just equal to the labour input $l_t$ in banking sector. Lastly, the Transaction Cost model is also a special case where the transaction cost function $s_t$ is equal to the weighted average cost of consumption.

The development in banking sector is prominent in the latest decade before the financial crisis. The productivity of banking sector plays a significant role in determining money demand. The banking approach model is closer to the reality and must provide a better explanation to the real world. Hence, my theoretical model is to be based on this latest development in literature.

**Empirical Literature Review**

Based on the partial equilibrium models, there are enormous empirical studies on estimating the money demand in developed countries. However, empirical studies on that in the developing countries are few. It is because most models are developed in steady state or balanced growth path, which does not apply to transitional path for developing countries.

**Estimation of partial equilibrium models**

Lucas studies the US money demand and finds that the constant elasticity model does quite well until inflation rose significantly in the US with its peak in early 1980. Then the Cagan constant semi-interest elasticity model does better when there is high variation in the inflation rate. In international panel settings, there tends to be this kind of variability of inflation that is better suited to the Cagan model.

During the US banking deregulation in the 1980’s, many interest bearing instruments became available for consumers, allowing more feasible substitution away from money to avoid inflation tax. Many empirical studies found that a stable money demand did not exist, as reported by Friedman and Kuttner, which is referred to as the “missing money” puzzle. This gave rise to the idea that money supply rules could not be used to direct central bank monetary policy because money demand was “unstable”. Hence, it could be said that this laid the
foundation for the profession’s broad turning away from money supply rules and back towards interest rate rules as the basis for articulating monetary policy.

An approach to explaining this puzzle is provided by Barnett. He reasoned that a stable money demand function could exist if the non-interest bearing parts of all the different monetary aggregates were taken into account. The composite monetary aggregate that does not yield interest is most like money (Appendix).

Another approach to explaining this puzzle goes back to Friedman to include other factors, such as the prices of “complements” and “substitutes” in addition to “own price” of money, i.e. nominal interest rate R:

\[ M = P \cdot L \left( R, y, \text{prices of complements and substitutes} \right) \]

For example, real wage and productivity of banking sector are both associated with the cost of banking and so can enter the money demand function as part of the price of substitutes. Panel data studies can avoid the problem of estimating the unavailable substitute prices by using fixed factors that pick up the effects of abrupt law changes across nations, as in Mark and Sul.

Estimation of general equilibrium models

Gillman and Kejak [4] formulate a comprehensively nesting general equilibrium model based on banking approach model. It analyzes different classes of endogenous growth models with different usages of physical and human capital, and with different exchange technologies. Theoretically, the banking approach model is the general form of almost all discussed models. Empirically, the banking approach model is also able to characterize the modern world better, since it is close to the workings of the real world. This model works better in four senses.

Firstly, this model also yields a money demand closely comparable to a Cagan model with constant semi-interest elasticity, for which Mark and Sul find recent broad-based cointegration support. Secondly, it successfully generates positive Tobin effects and nonlinear inflation-growth effects, which are consistent with the real world. Thirdly, this model is also jointly consistent with the Aiyagari, Braun, and Eckstein money and banking findings that the banking sector expands in size in conjunction with the level of the inflation rate. Finally, the employment rate moves in the opposite direction of the inflation rate in the models with human capital. This direction and causality of the employment effect is consistent with evidence in Shadman-Mehta, who finds cointegration of inflation and unemployment for historical UK data, including Phillips original sample period. Moreover, inflation is found to Granger-causes unemployment in the long run.

However, these empirical studies are based on calibration, rather than formal econometric estimation. Typically in RBC analysis, the parameter values of the model are calibrated and not estimated. Kydland and Prescott explain their use of calibration as the result of seeking extraneous information to calibrate the model to the situation of interest, rather than estimating them by traditional econometric methods. They argue that the selection of the parameter values should reflect the specifications of preferences and technology that are used in applied studies, and that they should be those values for which the model’s steady state values are near the average values for the economy over the period being explained. In other words, they want parameter values appropriate for the problem at hand. Hence, the numerical values for the parameters of the model may be obtained from a variety of data sources, e.g. other studies, and not just by traditional econometric estimation methods applied to a single data set. To evaluate a calibrated model, it is common to simulate the variables of the model for some given shocks and then calculate the variance-covariance matrix as well as the autocorrelations and cross correlations. These are then compared with the corresponding second moments of the observed data. Hence, we usually just look at each piece of information rather than a formal way of combining information. By this approach, they bypass many issues related to conventional econometrics. This is indeed a popular way of comparing models, but this methodology cannot give us a formal estimation of money demand function in the econometric sense.

Empirical findings in money demand for China

The studies on the money demand function in China are far behind in both theoretical and empirical aspects. On the one hand, most money demand functions in these empirical studies are developed from partial equilibrium models. The theoretical foundation is weak and obsolete. Recent development in theoretical literature in this area is not yet applied to money demand function study in China. On the other hand, the econometric techniques used are not accurate or even reliable. New empirical methodology is needed to advance the study. Here are some empirical findings based on different methodologies.

Based on quantity theory, Chow [5] shows that the income elasticity of real M0 demand is 1.16-1.35. Feltenstein and Farhadian find that the income elasticity for real M2 balances in China to be 1.37. Blejer et al. find it to be 1.53. Huang [6] estimates the income elasticity for nominal M2 is 2.12. Hafer and Kutan [7] test the existence of a long run nominal money demand function by using cointegration method. Their conclusion for income elasticity for M2 is 1.33. Chen [8] finds that the income elasticities of the real money demands for M0 and M2 are around 1.4-1.5 and 1.8-1.9.

In contrast to the conventional linear money demand function in the previous findings, there are some studies on nonlinearity of money demand function. Early contribution to this methodology was Sarel, which suggests inflation has a strongly negative impact on economic growth when it rose above 8%. More recent findings by Khan and Senhadji suggest that the threshold level of inflation differs between industrial countries (1%-3%) and developing countries (11%-12%). Austin et al. [9] apply Terasvirta’s procedure to test the linear money demand function against a smooth transition regression nonlinear alternative. It suggests that there is a critical threshold figure for inflation affecting real money demand in China, at about 5%.

Methodology

The methodology of this paper is based on the latest development in literature discussed above. The idea is to incorporate the latest progress in both theoretical and empirical methodologies. It is NOT a simple application of existing method in money demand in China, but a novel innovation to combine the state-of-the-art advances to explain the biggest and most complicated emerging economy.

Theoretical methodology

In the light of the Theoretical Literature Review section, the latest development in theoretical monetary economics lies in banking approach general equilibrium model. As a result, the theoretical model of this paper is based on this latest methodology of modeling. In contrast with the other popular partial equilibrium models, the banking approach general equilibrium model has a theoretical advantage.

Like other general equilibrium models, this banking approach
has solid micro foundation. It starts with a representative agent model rather than a system of equations in reduced form. This is the theoretical tendency in macroeconomic models after Lucas Critique, which contends that it is naïve to try to predict the effects of a change in economic policy entirely on the basis of relationships observed in historical data, especially highly aggregated historical data. Because the parameters of those models were not structural, i.e. not policy-invariant, they would necessarily change whenever policy, i.e. the rules of the game, was changed. Policy conclusions based on those models would therefore potentially be misleading. This argument called into question the prevailing large-scale econometric models that lacked foundations in dynamic economic theory. The Lucas critique suggests that if we want to predict the effect of a policy experiment, we should model the “deep parameters” (relating to preferences, technology and resource constraints) that govern individual behavior. We can then predict what individuals will do taking into account the change in policy, and then aggregate the individual decisions to calculate the macroeconomic effects of the policy change. The banking approach model does have this feature.

Moreover, as the second advantage of using banking approach model, compared to other general equilibrium models, banking approach model is comprehensive and flexible. It is proven above that almost all the other models can be regarded as a special case of the banking approach model. That is why Gillman and Kejak find it supported in empirics by calibration.

Empirical methodology

The econometric model, developed from the banking approach, will be estimated together with the conventional partial equilibrium model. This will help compare and appraise the new model with the standard model. On the other hand, the latest advances in time series econometrics are utilized to conduct the inferences.

Firstly, before the two models are estimated, I first test whether all the variables involved in the models are I (1) processes. This step is the basis for further analysis. To improve the power of the tests, both Augmented Dickey-Fuller (ADF) procedure and Kwiatkowski-Phillips-Schmidt-Shin (KPSS) procedure are used.

Secondly, there are also two approaches to test cointegration. The first is based on the residuals from single equation model, i.e. Engle and Granger Approach. If the error term in the model turns out to be stationary while some of the variables in the equation are non-stationary, then these non-stationary variables must be cointegrated with each other. The second is based on the coefficients from multiple equation model or VAR, i.e. Johansen Approach. The single equation can be expressed in a VAR form by defining a new vector containing all the variables. The cointegration test is then based on the coefficient of the rewritten form of this VAR. Both results are reported, but Johansen approach is more reliable due to its theoretical advantage and practical flexibility.

Thirdly, regarding estimation, in addition to the direct regression approach, the second methodology employed is a popular cointegration technique, Error Correction Model (ECM), developed by Engle and Granger. A more advanced technique, Vector Error Correction Model (VECM), is also utilized to match the use of VAR. These two later methodologies are respectively based on single equation analysis and multiple equation analysis, corresponding to the two approaches in cointegration test.

Model

The generality of the model here is embodied by three components: (i) RBC component as the framework as the source of business cycle; (ii) human capital component as the momentum of endogenous growth; (iii) cash-in-advance component as one of the exchange technology; and (iv) banking sector component as the channel of affecting monetary economy. The last point is the key feature to include other models as its special cases. As termed in Gillman and Kejak, this comprehensive model is called “General Monetary Endogenous Growth Model”. Since we adopt the neoclassical doctrine that the market is competitive and prices are flexible to clear the market, it is equivalent to use representative agent model rather than a decentralized model. The only difference is that all the prices are now implicit.

The model has three sectors that use both physical capital and human capital augmented labour: good sector, banking sector and human capital sector.

The representative agent’s problem

The representative agent maximizes the life-time discounted utility, with an instantaneous utility function:

\[ u(c_t, x_t) = \ln c_t + a \ln x_t \]

The agent’s first constraint is resource constraint. There are two sources of income: (i) output produced by the good sector and (ii) lump-sum transfer form government. There are four ways of expenditures: (i) consumption purchase \( c_t \); (ii) physical investment \( k_{t+1} - k_t (1-\delta_k) \); (iii) financial investment (bond) \( B_{t+1} - B_t (1+R) \); and (iv) money holding \( M_{t+1} - M_t \).

\[ P_t A_{h_t} (s_{0,k} k_t) [(l_t - h_t)^{\gamma_t} + V_t - P_t c_t + P_t [k_{t-1} - k_t (1-\delta_k)] + B_{t+1} - B_t (1+R)] + (M_{t+1} - M_t) \]

As mentioned above, in the competitive market, this is equivalent to the decentralized model. In the decentralized model, the consumer has three sources of income: (i) labour income from good sector (human capital augmented); (ii) capital income from good sector; (iii) the profit from the good sector, which is zero in competitive market; and (iv) a lump-sum transfer form government. Hence, the resource constraint can also be equivalently expressed as:

\[ P_t w_t h_t + P_t r_t k_t + V_t P_t c_t + P_t [k_{t-1} - k_t (1-\delta_k)] + B_{t+1} - B_t (1+R)] + (M_{t+1} - M_t) \]

The agent’s second constraint is exchange constraint, i.e. to allocate his consumption purchase between money and credit. The real credit \( q_t \) is the residual amount of real consumption \( c_t \) not purchased by money. \( a_t \) is the fraction of purchase by money:

\[ M_t = a_t P_t c_t \]

The banking sector has a credit production technology:

\[ q_t = A_B (s_{0,k} k_t)^{\gamma_t} (l_t h_t)^{\gamma_t} (d_t)^{1-\gamma_t} \]

There are three input factors in this technology: physical capital \( s_{0,k} k_t \), human capital augmented labour \( l_t h_t \), and bank deposit \( d_t \). This technology is constant returns to scale. In equilibrium, the total consumption must be equal to total deposit, i.e. \( d_t = c_t \). Combine these results to obtain the exchange constraint:

\[ M_t = \left[ 1 - A_B (s_{0,k} k_t)^{\gamma_t} (l_t h_t)^{\gamma_t} (d_t)^{1-\gamma_t} \right] P_t c_t \]

The agent’s third constraint is human capital constraint, describing the law of motion for the human capital sector.
\[ A_t \left( s_{Gt} h_t \right) = h_{t-1} - h_t (1 - \delta_t) \]

There are another two endowment constraints, which can be substituted into the three constraints for simplicity. The first endowment constraint is to allocate his time endowment between leisure, labour in good sector, labour in human capital sector and banking sector:

\[ l_{Ht} + s_{Gt} + s_{Qt} + s_{Ht} = 1 \]

These two constraints can be used to reduce the number of control variables. In this case, \( l_{Ht} \) and \( s_{Ht} \) are substituted out.

Hence, the representative agent’s problem can be formulated as:

\[
\max \sum \beta \ln c_t + \int_{t}^{\infty} \beta \left( s_{Gt} h_t \right) = h_{t-1} - h_t (1 - \delta_t) \]

\[
+ \lambda_t \left[ P_t w_t l_{Ht} + P_t s_{Gt} k_t - P_t \left( h_{t-1} - h_t (1 - \delta_t) \right) \right] - B_{t-1} - \left( 1 + R_t \right) \left( M_{t-1} - M_t \right) \]

\[
+ \mu_t \left( M_t - 1 - A_t \left( s_{Gt} h_t \right) \right) \left( \frac{L_t}{c_t} \right) \]

\[
+ \eta_t \left[ A_t \left( 1 - s_{Gt} - s_{Ht} \right) \right] \left( 1 - x_t - L_{t-1} + l_{Ht} \right) \]

\[
= h_{t-1} - h_t (1 - \delta_t) \]

First order conditions

The FOCs of this maximization problem can be obtained by taking derivatives with respect to the ten control variables \( \{ c_t, x_t, l_{Ht}, l_{Gt}, E_{t} \} \) as well as the Lagrangian multipliers \( \{ \lambda_t, \mu_t, \eta_t \} \), which are just the three constraints.

(1): \[ c_t = \lambda_t P_t + \beta \left( s_{Gt} h_t \right) \frac{y_t + \gamma_t (1 - y_t)}{1 - A_t} \left( s_{Gt} h_t \right) \frac{L_t}{c_t} = 0 \]

(2): \[ x_t = \eta_t A_t \left( 1 - \omega \right) \left( s_{Gt} h_t \right) \frac{L_t}{c_t} = 0 \]

(3): \[ l_{Ht} = \lambda_t P_t - \eta_t A_t \left( 1 - \omega \right) \left( s_{Gt} h_t \right) \frac{L_t}{c_t} = 0 \]

(4): \[ P_t w_t \left( s_{Gt} h_t \right) \frac{L_t}{c_t} = 0 \]

(5): \[ M_{t-1} = \lambda_t + \beta \left( \lambda_t + \mu_t \right) = 0 \]

(6): \[ l_{Ht} = \lambda_t + \beta \left( \lambda_t + \mu_t \right) = 0 \]

(7): \[ k_{t+1} = \beta \lambda_t P_t + \beta P_t \left( 1 + r \right) \frac{y_t}{c_t} + \mu_t E_t A_t \left( s_{Gt} h_t \right) \frac{L_t}{c_t} = \lambda_t P_t + \beta \left( s_{Gt} h_t \right) \frac{L_t}{c_t} \]

(8): \[ h_{t+1} = \beta \lambda_t P_t + \beta P_t \left( 1 + r \right) \frac{y_t}{c_t} + \mu_t E_t A_t \left( s_{Gt} h_t \right) \frac{L_t}{c_t} = \lambda_t P_t + \beta \left( s_{Gt} h_t \right) \frac{L_t}{c_t} \]

In equilibrium, the government supplies nominal money through the lump-sum transfer at a steady rate, i.e. \( M_{t+1} - M_t = V_t \). Moreover, in equilibrium, the government cannot let its bond grow because that will violate the transversality condition, i.e. \( B_{t+1} = (1 + R_t) B_t \). Based on these two equilibrium conditions, the three constraints (which are also the rest three FOCs) now become:

(11): \[ \lambda_t \left( P_t w_t , s_{Gt} h_t \right) - P_t \left( h_{t-1} - h_t (1 - \delta_t) \right) = 0 \]

(12): \[ \eta_t : M_t = 1 - A_t \left( s_{Gt} h_t \right) \frac{L_t}{c_t} \]

(13): \[ \eta_t : A_t \left( s_{Gt} h_t \right) \frac{L_t}{c_t} = h_{t-1} - h_t (1 - \delta_t) \]

Marginal conditions

Similar to the procedures in the Theoretical Literature Review, we can utilize these FOCs to obtain intertemporal and intratemporal conditions.

Intertemporal condition: The intertemporal condition is obtained by combing the FOCs (1) and (2) with respect to consumption and leisure. The result is a marginal condition within each period, i.e. the MRS between \( c_t \) and \( x_t \), which describes the trade-off between the two components in the utility.

\[ \frac{MRS}{c_t} = \frac{\alpha x_t}{c_t} = 1 + a R_e + \left( 1-a \right) \frac{(\gamma_1 + \gamma_2) R_e}{w_t} \]

This result is consistent with the previous conclusion that the margin is equal to the price ratio. The total price of consumption is equal to the shadow price of consumption (1) plus the exchange cost of the weighted average of using money \((a R_e)\) and using credit \((a R_e + (1-a)) \gamma_1 \gamma_2 R_e \).

Intertemporal condition: After some derivations, we can obtain two important intertemporal conditions. The first one is Euler’s equation, which describes the balanced growth path of real aggregates such as output, consumption, physical capital and human capital.

\[ 1 + \gamma = \frac{\gamma_{1+1}}{\gamma_{1+1}} = \frac{\delta_{1+1}}{\delta_{1+1}} = \frac{\beta (1 + r - \delta)}{\beta (1 + r - \delta)} \]

This result shows that the growth rate is not affected by nominal variables. It is because the nominal variables cannot affect the physical or human capital investments, since capital does not have to be purchased by money. It is almost consistent with the reality in that people tend to borrow money from bank and invest in their machine or education by credit. However, it is not precisely the case because people do have to provide mortgage or prepay a fraction of the total amount. The more general model assumes that a proportion \( a_1 \) of investment is also paid by money. In this case, the nominal variable \( R_t \) will enter the balanced growth path with a negative effect.

\[ 1 + \gamma = \beta \left( 1 + \gamma_{1+1} \right) (1 + r - \delta) \]

The second intertemporal condition is Fisher’s equation, which can be derived from FOC (6) with respect to government bond \( B_{t+1} \).

\[ 1 + \gamma = \beta \left( 1 + \gamma_{1+1} \right) (1 + r - \delta) \]

This result shows that the nominal rate of return is equal to the inflation rate times the real rate of return to capital. Basically, it is a simple no-arbitrage condition in the efficient market, i.e. the return in financial market by investing in financial capital should be equal to that in good market by investing in physical capital.

Money demand function

In principle, all the ten control variables can be solved, including money demand, in terms of only state variables and constant parameters. In this paper, I only focus on the money demand \( M_t \). Make
use of the exchange rate constraint and combine it with FOCs to obtain the
real money demand function in terms of $c_i$:

$$m_i = \frac{M_i}{p_i} = \left[1 - (A_i)^{\frac{1}{1+\gamma}} \left(\frac{w_i}{w_t}\right)^{\frac{\gamma}{1+\gamma}}\right] c_i$$

Rewrite this equation by dividing both sides by real output $y_i$:

$$\frac{m_i}{y_i} = \left[1 - (A_i)^{\frac{1}{1+\gamma}} \left(\frac{w_i}{w_t}\right)^{\frac{\gamma}{1+\gamma}}\right] c_i$$

The solution for $c_i/y_i$ is a constant, which can be shown by using the
marginal conditions. This result is consistent with the permanent income hypothesis in the long run. Hence, the money demand function reduces to:

$$\frac{m_i}{y_i} = \left[1 - (A_i)^{\frac{1}{1+\gamma}} \left(\frac{w_i}{w_t}\right)^{\frac{\gamma}{1+\gamma}}\right] B,$$

where $B$ is a constant.

This result shows that the money demand per output (i.e. the inverse velocity) depends negatively on the nominal interest rate $R_t$, positively on the real wage $W_t$, and negatively on the level of productivity in the banking sector $A_Q$. Indeed, financial innovation has been considered as a factor of money demand in the literature. The inclusion of the banking sector as a time series variable is advocated by Gillman and Otto [10], and their model is a simplified version of this comprehensive framework.

To make the money demand function a tractable form, we can use the approximation rule: $\ln(1+z) \equiv z$, if $z$ is small. Define $\tilde{z} = 1 + z$, then the rule can be rewritten as $\ln \tilde{z} = \tilde{z} - 1 \Rightarrow -\ln \tilde{z} = 1 - \tilde{z}$. In this case, the second term in the square bracket is $\tilde{z}$, so the equation is transformed as:

$$\frac{m_i}{y_i} = -B \ln \left(A_i\right)^{\frac{1}{1+\gamma}} \left(\frac{w_i}{w_t}\right)^{\frac{\gamma}{1+\gamma}}$$

$$= -B \left(\frac{1}{1-y_t} - \frac{1}{1-y_i}\right) A_Q + \left(\frac{1}{1-y_i} \ln y_i + \ln R_i - \ln w_i\right)$$

Further, the equilibrium money demand approximation can be expressed as an econometric model for estimation:

$$\frac{m_i}{y_i} = b_0 + h_i \ln R_i + b_1 \ln w_i + b_2 \ln A_{Q_i} + c_i$$

The left hand side is the inverse velocity equal to the real money demand ($m_i$) divided by the real GDP output ($y_i$). The right hand side consists of a constant term, nominal interest rate ($R_i$), real wage level ($W_i$) and the productivity of banking sector ($A_{Q_i}$). $c_i$ is assumed to be a stationary error term, which reflects dynamic adjustment, measurement errors and omitted variables.

However, as pointed out by Chen [8], the official interest rate ($R_i$) in China is not a good measure for the opportunity cost of holding money since they are often arbitrarily set by the government and they change only very infrequently. It is convenient to use inflation ($\pi_t$) to measure the opportunity cost of holding money in the light of Fisher’s equation, which is derived earlier in the intertemporal condition.

Moreover, the productivity of banking sector ($A_{Q_i}$) is not available directly. As suggested by Gillman and Otto, the real wage in the banking sector ($W_{Q_i}$) is a good proxy measure. Provided factor markets are competitive, changes in the real wage will reflect productivity changes. Lowe also supports this use in Australian case.

The revised econometric model is denoted as [Model 1]:

$$\frac{m_i}{y_i} = b_0 + h_i \pi_t + b_2 \ln w_i + b_3 \ln W_{Q_i} + c_i$$

[Model 1]

[Model 1] is significantly different from those in other empirical literature, which share the following form [Model 0] developed from partial equilibrium theory:

$$\ln m_i = \beta_0 + \beta_1 \pi_t + \beta_2 \ln y_i + \epsilon_i$$

[Model 0]

On the other hand, the dependent variable in [Model 1] is the level of inverse velocity, while that in [Model 0] is the logarithm of real money demand. On the other hand, there are two more independent variables. These differences then result in different elasticities of money demand.

Firstly, from the partial equilibrium theory, the coefficient $\beta_1$ of [Model 0] is expected to be negative, which represents the interest elasticity of money demand. In contrast, based on the banking approach specification [Model 1], the interest elasticity is derived as coefficient $b_1$ multiplied by the velocity. Thus, the coefficient $b_1$ is also expected to be negative, but it has a Cagan type feature that the interest elasticity varies across different levels of velocity.

Secondly, the coefficient $\beta_2$ in [Model 0] is the income elasticity of money demand, which is expected to be positive and close to 1, but the actual value is yet to be estimated. Other empirical findings support the hypothesis that the income elasticity is close to 1. To make use of this information in [Model 1], the income elasticity is restricted to be equal to 1 by structure. This restriction, if correctly imposed, is supposed to improve the estimation.

**Data**

All the data are annual from 1979 to 2007, after the reform in 1978. The national account variables, such as GDP, price index and wages, are taken from the National Bureau of Statistics (NBS) of China. The money aggregates, M0 and M1, are taken from the central bank, i.e. the People’s Bank of China (PBOC). In particular, for the price data, I follow Chow to use the retail price index (RPI), since the results are not affected by using different price indices. Inflation, real GDP and real wages are calculated by RPI. Real GDP can also be calculated by deflator, but the result shows again there is no significant difference. Here, to be consistent, all the real variables are based on RPI. For the money aggregates, M0 only consists of currency in circulation, while M1 also include the deposits people can withdraw anytime without additional transaction costs by debit card or over the counter. Both M0 and M1 are used for robustness analysis of the model. The real money balances are also calculated by RPI.

One vital problem with data is that the wage in banking sector ($W_{Q_i}$) is only available after 1999. There are two ways to complete the data back to 1979. The first way is to extrapolate the data back to 1979. However, the period to be extrapolated is too long (20 years), compared to the data (10 years). In addition, there were dramatic changes during those 20 years, which made the extrapolation unreliable. Alternatively, a variable closely related to $W_{Q_i}$ without omitted data
can be employed to proxy $W_{Qt}$. For this purpose, wage in states-owned sector is appropriate, since banking sector is a part of states-owned sector in China. Moreover, in China, the wage in states-owned sector is approximately similar, especially in the early years. The wage was planned and distributed by the central government independent of local government. Hence, the two should be close not only in relative change, but also in level. As predicted, the correlation between bank sector and states-owned sector between 1999~2007 turns out to be 0.964, which is very close to perfect correlation. Based on this argument and result, we can use wage of states-owned sector, the data of which is available from 1979 to 2007, to proxy the wage of banking sector.

**Result**

**Stationary test**

To estimate the econometric models, stationary tests are essential to provide direction for estimation technique. The Graphs 4 and 5 shows the time paths of the variables in both models. It is likely that log real money (both $\ln m_0$ and $\ln m_1$), log output ($\ln y$), log real wage ($\ln W_t$) and log real wage in banking sector ($\ln W_{Qt}$) are nonstationary, probably with intercepts and trends. By contrast, inflation ($\pi_t$) and inverse velocity of real money (both $m_{0t}/yt$ and $m_{1t}/yt$) seem to be stationary. As a result, strict statistical tests are needed. The results of ADF and KPSS tests for all the variables involved in both models are reported in Table 1. The two sets of results are generally consistent.

According to ADF test, the null hypothesis is that the variable in question has a unit root. At the one extreme, the $p$-value is greater than 70% for log real M1 ($\ln m_1$), inverse velocity of real M1 ($m_{1t}/yt$) and real M0 ($m_{0t}/yt$). That suggests a strong nonstationarity of these variables. At the other extreme, inflation ($\pi_t$) is quite close to stationary with a low $p$-value 7.63%, which means that the unit root hypothesis for $\pi_t$ is quite weak. However, it is still nonstationary by convention. Other variables, such as log real output ($\ln y_t$), log real M0 ($\ln m_0$), log real wage ($\ln w$) and log real wage in banking sector ($\ln w_{Qt}$) have $p$-values around 30%.

By contrast, according to the KPSS test, the null hypothesis is that the variable in question is stationary. The results are generally consistent with ADF test. The significance levels of $\ln m_0$, $\ln m_1$, $m_{0t}/yt$ and $m_{1t}/yt$ are less than 5% but higher than 1%. This finding is exactly the same as in ADF test. In addition, the significance levels of other variables revolve 10%, representing a weak stationarity feature.

Combining the two sets of results, we can conclude that all the variables in the two models are I (1) nonstationary processes, though inflation is quite close to stationary. This finding suggests that there must be cointegration relationship between them, if the error terms, $\epsilon_t$ and $\epsilon_{Qt}$ are both stationary processes.

**Cointegration test**

To test the cointegration relationship between the variables in the models, there are two approaches employed. The first one is based on the residuals of the single equation models, i.e. *Engle and Granger Approach*. The second one is based on the coefficients from multiple equation model or VAR, i.e. *Johansen Approach*.

Engle and Granger approach: This approach is carried out by first estimating the models directly and then testing the stationarity of resulting residuals. To see the robustness of the models as shown in Table 2, both M0 and M1 are used for money demand values. The regression results and test statistics are presented in Tables 3 and 4 for [Model 0], while in Tables 5 and 6 are for [Model 1]. The ARMA structures of the models are determined based on the correlograms and Q-statistics of the regression residuals. These cointegration test results are summarized below:

<table>
<thead>
<tr>
<th>Variable</th>
<th>ADF test</th>
<th>KPSS test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>t-statistic</td>
<td>p-value</td>
</tr>
<tr>
<td>$\ln m_{0}$</td>
<td>-2.637258</td>
<td>0.2681</td>
</tr>
<tr>
<td>$\ln m_{1}$</td>
<td>-1.484426</td>
<td>0.8100</td>
</tr>
<tr>
<td>$\ln y_{t}$</td>
<td>-2.016794</td>
<td>0.5664</td>
</tr>
<tr>
<td>$\pi_{t}$</td>
<td>-1.748625</td>
<td>0.0763</td>
</tr>
<tr>
<td>$m_{0t}/yt$</td>
<td>-0.375646</td>
<td>0.9004</td>
</tr>
<tr>
<td>$m_{1t}/yt$</td>
<td>-1.052249</td>
<td>0.7199</td>
</tr>
<tr>
<td>$\ln w_{t}$</td>
<td>-3.113513</td>
<td>0.1241</td>
</tr>
<tr>
<td>$\ln w_{Qt}$</td>
<td>-2.363598</td>
<td>0.3886</td>
</tr>
</tbody>
</table>

Table 1: Summary of Stationary Test.

<table>
<thead>
<tr>
<th>Money Aggregate</th>
<th>Model</th>
<th>ADF t-statistic</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>M0</td>
<td>[Model 0]</td>
<td>-3.381646</td>
<td>0.0016</td>
</tr>
<tr>
<td></td>
<td>[Model 1]</td>
<td>-2.945005</td>
<td>0.0049</td>
</tr>
<tr>
<td>M1</td>
<td>[Model 0]</td>
<td>-3.05022</td>
<td>0.0037</td>
</tr>
<tr>
<td></td>
<td>[Model 1]</td>
<td>-3.110752</td>
<td>0.0032</td>
</tr>
</tbody>
</table>

Table 2: Cointegration test results.
As shown in the summary table, the probability of accepting the null hypothesis that the residual process has a unit root is quite small, all less than 0.005 or 0.5%. We can then conclude with high confidence that there exist cointegration relationships and the coefficients are all less than 0.005 or 0.5%. We can then conclude with high confidence that there exist cointegration relationships and the coefficients are all less than 0.005 or 0.5%. We can then conclude with high confidence that there exist cointegration relationships and the coefficients are all less than 0.005 or 0.5%. We can then conclude with high confidence that there exist cointegration relationships and the coefficients are all less than 0.005 or 0.5%. We can then conclude with high confidence that there exist cointegration relationships and the coefficients are all less than 0.005 or 0.5%. We can then conclude with high confidence that there exist cointegration relationships and the coefficients are all less than 0.005 or 0.5%.

### Table 6: Engle and Granger Test in [Model 1] Using M1.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi_t$</td>
<td>-0.044191</td>
<td>0.061686</td>
<td>-0.716383</td>
<td>0.481</td>
</tr>
<tr>
<td>$\ln w_t$</td>
<td>-0.082886</td>
<td>0.070032</td>
<td>-1.717793</td>
<td>0.2508</td>
</tr>
<tr>
<td>$\ln w_{t-1}$</td>
<td>0.045367</td>
<td>0.059300</td>
<td>0.765034</td>
<td>0.4520</td>
</tr>
<tr>
<td>$\pi_t$</td>
<td>0.232052</td>
<td>0.054670</td>
<td>4.244626</td>
<td>0.0003</td>
</tr>
<tr>
<td>AR(1)</td>
<td>0.717191</td>
<td>0.141872</td>
<td>5.055182</td>
<td>0.0000</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.903852</td>
<td>Mean dependent var</td>
<td>0.058652</td>
<td></td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.887131</td>
<td>S.D. dependent var</td>
<td>0.019968</td>
<td></td>
</tr>
<tr>
<td>S.E. of regression</td>
<td>0.006708</td>
<td>Akaike info criterion</td>
<td>-7.010514</td>
<td></td>
</tr>
<tr>
<td>Sum squared resid</td>
<td>0.011851</td>
<td>Schwarz criterion</td>
<td>-4.526057</td>
<td></td>
</tr>
<tr>
<td>Durbin-Watson stat</td>
<td>1.573016</td>
<td>Prob(F-statistic)</td>
<td>0.000000</td>
<td></td>
</tr>
<tr>
<td>Inverted AR Roots</td>
<td>.72</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

ADF test for the residuals from the regression above:

<table>
<thead>
<tr>
<th>Augmented Dickey-Fuller test statistic</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test critical values:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1% level</td>
<td>-3.310185</td>
<td>0.0002</td>
</tr>
<tr>
<td>5% level</td>
<td>-2.656915</td>
<td>0.0008</td>
</tr>
<tr>
<td>10% level</td>
<td>-2.656915</td>
<td>0.0008</td>
</tr>
</tbody>
</table>


The VAR model can then be rewritten in the VECM form:

$$\Delta x_t = \Pi x_{t-1} + \sum_{j=1}^{d} \Gamma_j \Delta x_{t-j} + \Delta \varepsilon_t,$$

where

$$\Pi = \sum_{j=1}^{d} \Gamma_j - I.$$

All the terms except $\Delta x_t$ are i.i.d. or by differencing or by nature. Hence,
the Johansen test of cointegration is based on the coefficient II of the VECM.

(i) If the rank of the coefficient matrix r=rank (II) is equal to the dimension of k-dim (x), then all of the components in x should be I(0). It contradicts the results of stationarity test that they are actually I(1).

(ii) If the rank r=0, then II=0, which implies that there is no cointegration relationship between the components in x.

(iii) If the rank 0 < r < k, then there are r cointegrating vectors.

The null hypothesis and alternative hypothesis are:

\[ H_0: \lambda_i = 0, i = 0,1, \ldots, r, \quad r = 0,1, \ldots, k-1 \]

The result of Johansen tests of cointegration for [Model 0] are presented in Table 7 for M0 and M1 respectively. This finding is consistent with the assumption under Engle and Granger approach.

Similarly, for [Model 1], the procedures are exactly the same except for the components contained for x and the coefficient matrices.

\[
\begin{align*}
1 & -b_1 & -b_1 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0 \\
\end{align*}
\]

\[
\begin{align*}
\pi_i & = m_i / y_i \\
0 & 0 & 0 \\
0 & \rho_x & 0 \\
0 & 0 & \rho_y \\
\end{align*}
\]

Assume that the coefficient matrix A is invertible, then the reduced VAR form is:

\[
x_t = A^{-1} \Gamma_0 + A^{-1} \Gamma_1 x_{t-1} + A^{-1} \xi_t = B_0 + B_1 x_{t-1} + \epsilon_t
\]

The VAR model can then be rewritten in the Vector Error Correction (VEC) form:

\[
\Delta x_t = \Pi x_{t-1} + \sum_{i=1}^{r} \Gamma_i \Delta x_{t-i} + \xi_t
\]

The result of Johansen tests of cointegration for [Model 1] are presented in Table 8 for M0 and M1 respectively. There is a contradiction between trace test and maximum eigenvalue test if M0 is used. The trace test results in at most 2 cointegrating equations while maximum eigenvalue test supports at most 1 cointegrating equation at the 0.05 significance level. The results for M1 are both at most 1 cointegrating equation.

Based on the two approaches, we can now accept with high confidence that there is only 1 cointegrating equation in both models under both measures of money supply. This conclusion lays the foundation for estimation using VECM representation of the single equation models.

**Table 7:** Johansen Test in [Model 0] and [Model 1]

<table>
<thead>
<tr>
<th>Hypothesized</th>
<th>Trace</th>
<th>0.05</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of CE(s)</td>
<td>Eigenvalue</td>
<td>Statistic</td>
</tr>
<tr>
<td>None *</td>
<td>0.797957</td>
<td>69.07530</td>
</tr>
<tr>
<td>At most 1</td>
<td>0.434264</td>
<td>24.29565</td>
</tr>
<tr>
<td>At most 2</td>
<td>0.257754</td>
<td>8.346093</td>
</tr>
</tbody>
</table>

**Table 8:** Johansen cointegration tests between \( m_t, \pi_t, \ln w_t \) and \( \ln w_{t,3} \) for M0 and M1 in [Model 0] and [Model 1].

<table>
<thead>
<tr>
<th>Hypothesized</th>
<th>Trace</th>
<th>0.05</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of CE(s)</td>
<td>Eigenvalue</td>
<td>Statistic</td>
</tr>
<tr>
<td>None *</td>
<td>0.797957</td>
<td>44.77966</td>
</tr>
<tr>
<td>At most 1</td>
<td>0.434264</td>
<td>15.94955</td>
</tr>
<tr>
<td>At most 2</td>
<td>0.257754</td>
<td>8.346093</td>
</tr>
</tbody>
</table>

**Estimation**

**Direct approach:** The simplest way of estimating the two models is to run direct regression with a specified structure for the error term. Actually, the regressions to run are exactly the same as those for the VECM.
cointegration tests by Engle and Granger Approach. The estimated coefficients as shown in Table 9 are just the results by the direct regression approach.

For [Model 0] when M0 is used, the error term is justified to have an AR (2) structure. The coefficient of log real income ln(y) is highly significant and positive around 0.62, which implies that the income elasticity of money demand $\eta_{M0}$ is less than 1. This finding is a bit different from earlier empirical findings that $\eta_{M0}$ for M0 is greater than 1, e.g. 1.16-1.35 in Chow and 1.4-1.5 in Chen. As we shall see later, this result might be improved by more advanced estimation approaches.

Moreover, the estimated coefficient of inflation $\pi_t$, which is supposed to reflect the interest elasticity of money demand $\eta_{M0}$, is negative but not significant. That means the change in opportunity cost of money does not have significant effect on money demand. It can of course be explained by the argument that demand for cash is quite inelastic, because we have to use cash for a certain amount of purchases, especially in China where banking sector has not developed to an advanced level. Hence, even if there is a high opportunity cost, people could not find enough alternatives to cash. Although it has a tendency of being negative, it is still not significantly different from 0 in statistical sense.

For [Model 0] when M1 is used, the error term is specified as a ARMA (1, 1) process. The coefficient of log real income ln(y) is highly significant and positive around 1.75, which implies that the income elasticity of money demand $\eta_{M1}$ is consistent with previous empirical findings, e.g. 1.8-1.9 in Chen. It implies that the income elasticity of M1 is higher than that of M0. It is probably because people have to substitute their term deposits by cash or current deposits when they demand more transactions. By contrast, demand for M0 is not that sensitive because the transactions made by cash are relatively stable. The increase in demand for transactions mainly lies in those that can be done by both M0 and M1.

On the other hand, there is a very nice result for interest elasticity $\eta_{E}^\pi$, which turns out to be equal to -0.99. It is not significantly different from the theoretical value of -1 by Wald test. This finding supports the MIUF theory that $\eta_{E}^\pi = -1$ and the Baumol type models with constant and negative interest elasticity [11]. This level seems to be a bit high in absolute value, since most empirical findings support a $\eta_{E}^\pi$ close to -0.5. Although it provide a reasonable qualitative outcome, the quantitative feature is not perfect. It might be due to the estimation technique, so more advanced approaches are applied to see whether there is any improvement.

For [Model 1] when M0 is used, the error term is justified to have an AR (1) structure. As analyzed earlier, the income elasticity of money is assumed to be 1 by structure of the model. The resulting interest elasticity $\eta_{E}^\pi$ is equal to $b_1(y/M_0)$, which will vary with the velocity. The estimate of $b_1$ under M0 is not significantly different from 0, although negative. It gives a similar result as [Model 0] when M0 is used, where the estimate of $b_1$ is also insignificant. The real wage ln[w] and banking sector productivity proxy ln[w_q] are not significant either. However, the theoretical model does improve the plausibility of the result as shown later.

For [Model 1] when M1 is used, the error term is justified to have an AR (1) structure. The estimation result for this specification is more favorable. Firstly, the estimate of $b_1$ is significantly negative around -0.625. Combined with the velocity of money, we can generate the varying $\eta_{E}^\pi$, shown in Graph 6. As we can see, $\eta_{E}^\pi$ is extremely high in absolute value (around -5) in the first half of 1990’s. It is because of the high inflation in China during that period. People are more sensitive to inflation and tend to substitute their money holdings. This is in line with the Cagan model, which is mainly suitable for hyperinflation phenomenon. As more and more attention has been drawn to controlling inflation by Chinese authority, the inflation has been more and more stable, and the interest elasticity has converged to a steady state level around -3.5 since 1998. Secondly, the other terms are now significant such as ln[w] and ln[w_q]. It implies that these

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \pi_t$</td>
<td>0.105070</td>
<td>0.401988</td>
<td>0.261376</td>
<td>0.7968</td>
</tr>
<tr>
<td>$\Delta \ln(y_t)$</td>
<td>1.921966</td>
<td>0.536143</td>
<td>3.584799</td>
<td>0.0010</td>
</tr>
<tr>
<td>$\Delta \ln(m_{t-1})$</td>
<td>-0.409000</td>
<td>0.194171</td>
<td>-2.106391</td>
<td>0.0495</td>
</tr>
<tr>
<td>$C$</td>
<td>-0.137279</td>
<td>0.067562</td>
<td>-2.031915</td>
<td>0.0460</td>
</tr>
<tr>
<td>$AR(1)$</td>
<td>0.937869</td>
<td>0.214214</td>
<td>4.378181</td>
<td>0.0004</td>
</tr>
<tr>
<td>$AR(2)$</td>
<td>-0.483883</td>
<td>0.215230</td>
<td>-2.248218</td>
<td>0.0373</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.575496</td>
<td>0.069408</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.457578</td>
<td>0.129355</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S.E. of regression</td>
<td>0.069141</td>
<td>0.536143</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Durbin-Watson stat</td>
<td>2.058771</td>
<td>0.0021</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

ECM estimation result of [Model 0] for M1 with an ARMA(1,1) error term: $\Delta \ln(m_t) = \beta_0 + \beta_1 \Delta \pi_t + \beta_2 \Delta \ln(y_t) + \alpha \cdot \Delta \ln(m_{t-1}) + \epsilon_t$.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \pi_t$</td>
<td>-2.016102</td>
<td>0.158939</td>
<td>-12.68478</td>
<td>0.0000</td>
</tr>
<tr>
<td>$\Delta \ln(y_t)$</td>
<td>1.762568</td>
<td>0.140245</td>
<td>12.56777</td>
<td>0.0000</td>
</tr>
<tr>
<td>$\Delta \ln(m_{t-1})$</td>
<td>1.446773</td>
<td>0.082020</td>
<td>16.03763</td>
<td>0.0000</td>
</tr>
<tr>
<td>$C$</td>
<td>-0.097062</td>
<td>0.014657</td>
<td>-6.62190</td>
<td>0.0000</td>
</tr>
<tr>
<td>$AR(1)$</td>
<td>-0.483171</td>
<td>0.211046</td>
<td>-2.24825</td>
<td>0.0393</td>
</tr>
<tr>
<td>$AR(2)$</td>
<td>-0.933441</td>
<td>0.100763</td>
<td>-9.32042</td>
<td>0.0000</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.779654</td>
<td>0.080208</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.724567</td>
<td>0.131743</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S.E. of regression</td>
<td>0.095269</td>
<td>0.014657</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Durbin-Watson stat</td>
<td>1.976570</td>
<td>0.000005</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inverted AR Roots</td>
<td>.47</td>
<td>4.75f1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inverted MA Roots</td>
<td>.94</td>
<td>.94</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 9: ECM Estimation for [Model 0] ECM estimation result of [Model 1] for M0 with an AR(1) error term: $\Delta \ln(m_t) = b_0 + b_1 \Delta \pi_t + b_2 \Delta \ln(y_t) + b_3 \Delta \ln(w_q) + a \cdot \Delta \ln(m_{t-1}) + \xi_t$. 

Graph 6: Time Paths of Interest Elasticity of M1.
factors are essential in explaining money demand. In particular, the real wage has a negative effect (around -0.68) on inverse velocity, or equivalently, it has a positive effect on velocity. Intuitively, the higher wage people earn, the more demand for transactions are induced. By contrast, the banking sector productivity has a positive effect (around 0.51) on inverse velocity, that is to say, the higher productivity of the banking sector, the slower the velocity of money circulation. That makes sense because people could use banking services to substitute the cash transactions, resulting in slower velocity.

**Error correction model (ECM) approach:** The ECM approach is based on single equation econometric model, proposed by Sargen and formalized by Engle and Granger. To estimate the two models, we have to rewrite them in ECM form, where α and a are adjustment coefficients.

\[
\Delta \ln m_t \beta_0 + \beta_1 \Delta \pi_t + \beta_2 \Delta \ln w_t + \alpha \cdot \text{ecm}_{t-1} + \epsilon_t
\]

The procedure of ECM estimation is as follows:

(i) Run the cointegrating regression of the original explained variable on the explanatory variables in the original model;

(ii) Replace the ECM term in the ECM model by residuals from (i).

The regression results for [Model 0] are presented in Table 10.

When M0 is used, the estimate for interest elasticity of money is still insignificant, but the estimate for income elasticity of money is higher (around 1.92) compared to previous result (0.62) by direct approach. This is a big discrepancy in quantity since one is less than 1 while the other is much greater than 1. Arguably, the new result is more reliable because it is similar to other empirical studies and it has plausible explanations. The high interest elasticity is due to various alternatives to cash developed by banking sectors, such as credit card services and debit card services. When M1 is used, the estimate for income elasticity of money is around 1.76, similar to the result (1.75) obtained by direct approach. It implies that the result of M1 is robust to estimation method.

Similarly, the regression results for [Model 1] are in Table 10. When M0 is used, the income elasticity of money is assumed to be 1 by structure of the model. The resulting interest elasticity \( \eta^* \) is equal to \( b_2 (y/m) \), which will vary with the velocity. The estimate of \( b_2 \) under M0 is still insignificant (at 5% level). It gives a similar result as [Model 0] when M0 is used, where the estimate of \( b_1 \) is also insignificant. The real wage \( \ln w \) still insignificant but banking sector productivity proxy \( \ln w_Q \) is now significant. Hence, the theoretical model does improve the estimation, although little.

When M1 is used, the estimate of \( b_1 \) is significantly negative around -0.641, which is quite similar to the result (-0.625) obtained under direct method. It again supports the conclusion that the estimate for M1 is robust to estimation methods. Moreover, the other terms are now significant such as \( \ln w \), \( \ln w_Q \), implying that these factors are essential in money demand function. In particular, the real wage has a negative effect (around -0.50) on inverse velocity, or equivalently, it has a positive effect on velocity. By contrast, the banking sector productivity has a positive effect (around 0.62) on inverse velocity. Compared to the results obtained earlier, they are consistent in both qualitative and quantitative aspects.

**Vector error correction model (VECM) approach:** Based on the VECM representation above, we can estimate the coefficients in by multiple equation approach. To begin with, the two models are now rewritten as:

\[
\Delta m_t = \Pi \Delta x_{t-1} + \sum_{i=1}^{\pi} \Gamma_i \Delta x_{t-i} + \xi_t
\]

**Table 10:** ECM Estimation for [Model 1] VECM regression result of [Model 0] for M0 and M1: \( \Delta x_t = \Pi \Delta x_{t-1} + \sum_{i=1}^{\pi} \Gamma_i \Delta x_{t-i} + \xi_t \) When M0 is used.

The estimation results of the VECM are illustrated in Tables 11 and 12. The coefficients of cointegrating equation are just the cointegrating vector, which can be used as the estimates of elasticities. The results show huge discrepancies with the earlier results. For [Model 0], the income elasticity of money demand \( \eta^* \) is equal to 1.19 when M0 is used and 0.56 when M1 is used. The estimate of interest elasticity of money demand \( \eta^* \) is 13.91 and -11.62 respectively, which are quite unknown to be reliable, because interest elasticity should be negative and around -1. Thus, the new approach does not improve the plausibility of elasticity estimates based on [Model 0]. That is to say, the estimate of the partial equilibrium model is not robust to the estimation method. It might be due to the naïve misspecification of the partial equilibrium model, which omits other important factors like productivity of banking sector. Although the results are worse than those found under other estimation approaches, it reveals the weakness of the model itself in robustness. In other words, it shows support to replace the traditional model by alternative general equilibrium model.
Vector Error Correction Estimates

<table>
<thead>
<tr>
<th>Sample (adjusted): 1982 2007</th>
</tr>
</thead>
<tbody>
<tr>
<td>Included observations: 26 after adjustments</td>
</tr>
<tr>
<td>Standard errors in ( ) &amp; t-statistics in [ ]</td>
</tr>
</tbody>
</table>

**Cointegrating Eq:** CointEq1
- **LNMO(-1):** 1.000000
- **INFLATION(-1):** -13.9128
  - (3.29701)
  - [-4.21982]
- **LNY(-1):** -1.19416
  - (0.14868)
  - [-8.03153]
- **C:** 5.054354

**Error Correction:** D(LNM0) D(INFLATION) D(LNY)
- **CointEq1:** 0.141528 0.025997 0.020108
  - (0.04551)
  - [3.10964]
  - [1.12745]
  - [0.92439]

**When M1 is used:**

Vector Error Correction Estimates

<table>
<thead>
<tr>
<th>Sample (adjusted): 1982 2007</th>
</tr>
</thead>
<tbody>
<tr>
<td>Included observations: 26 after adjustments</td>
</tr>
<tr>
<td>Standard errors in ( ) &amp; t-statistics in [ ]</td>
</tr>
</tbody>
</table>

**Cointegrating Eq:** CointEq1
- **INFLATION(-1):** 11.62465
  - (1.16823)
  - [9.95067]
- **LNY(-1):** -0.557456
  - (0.03983)
  - [-13.9963]
- **C:** -2.106688

**Error Correction:** D(MOY) D(INFLATION) D(LNW) D(LNWQ)
- **CointEq1:** 0.127690 0.736591 0.797174 1.525176
  - (0.04105)
  - [3.11057]
  - [1.95153]
  - [2.45805]

**When M0 is used:**

Vector Error Correction Estimates

<table>
<thead>
<tr>
<th>Sample (adjusted): 1982 2007</th>
</tr>
</thead>
<tbody>
<tr>
<td>Included observations: 26 after adjustments</td>
</tr>
<tr>
<td>Standard errors in ( ) &amp; t-statistics in [ ]</td>
</tr>
</tbody>
</table>

**Cointegrating Eq:** CointEq1
- **INFLATION(-1):** -0.56081
  - (0.14203)
  - [-3.94865]
- **LNW(-1):** 0.087526
  - (0.13777)
  - [0.62620]
- **C:** -0.03537

**Error Correction:** D(MOY) D(INFLATION) D(LNW)
- **CointEq1:** 0.127690 0.736591 0.797174 1.525176
  - (0.04105)
  - [3.11057]
  - [1.95153]
  - [2.45805]
- **D(LNW(-1)):** -0.28127 0.128016 -4.31386 -4.46408
  - (0.25006)
  - [-1.12480]
  - [0.05568]
  - [-2.18358]
- **D(LNWQ(-1)):** -0.01625 0.100973 -1.04592 -1.05492
  - (0.04764)
  - [-0.96948]
  - [0.30181]
  - [-2.54983]
- **C:** 0.002253

**When M1 is used:**

Vector Error Correction Estimates

<table>
<thead>
<tr>
<th>Sample (adjusted): 1982 2007</th>
</tr>
</thead>
<tbody>
<tr>
<td>Included observations: 26 after adjustments</td>
</tr>
<tr>
<td>Standard errors in ( ) &amp; t-statistics in [ ]</td>
</tr>
</tbody>
</table>

**Cointegrating Eq:** CointEq1
In general, [Model 1] is more robust to estimation approach, compared to [Model 0]. In particular, the negative effect of log real wage on real money demand is around -0.06 for M0 and -0.6 for M1, while the positive effect of banking sector productivity is around 0.1 for M0 and 0.5 for M1. Different approaches produce quite similar estimates, which show robustness of [Model 1]. By contrast, the estimates for [Model 0] fluctuate around drastically from -12 to 14, which suggest a probable misspecification of partial equilibrium model.

Moreover, when M1 is used, the results are more robust, compared to the results when M0 is used. For example, the effect of banking sector productivity jumps from 0.045 to 0.124 when M0 is used, while it only wanders around 0.5 with a small deviation when M1 is used. It implies that M1 is more stable than M0.

**Conclusion**

To study the money demand in China, this paper summarizes the latest advances in both theoretical and empirical literature in money demand. An essential distinction between partial equilibrium model and general equilibrium model is emphasized. The fast financial development in China advocates the use of the banking approach DSGE model, which is following the New Classical tradition, in contrast to the New Keynesian model proposed by Dai et al. [12].

Three estimation approaches are applied to estimate the banking approach general equilibrium model and the results are compared with a benchmark partial equilibrium model. Also, M0 and M1 are used to test the robustness of the results. It shows that partial equilibrium model is still working quite well in explaining the money demand in China. The estimated interest elasticity of money demand is around -1 if M1 is used, but insignificant otherwise. Meanwhile, the income elasticity of money demand ranges from 0.5 to 2.0. In general, the results are not robust to estimation approach. The large volatility in estimation suggests a probable misspecification in the model [13-15].

By contrast, the empirical findings show that the banking approach general equilibrium model is favored in this aspect. The inverse velocity of money is justified to be negatively correlated with real wage around -0.06 for M0 and -0.6 for M1. The productivity of banking sector plays a positive role in determining the inverse velocity of money around 0.1 for M0 and 0.5 for M1. The results show that the general equilibrium model has a better performance in robustness check. Moreover, the results are more stable if M1 is used for both models [16-19].

To conclude, there are two implications of this paper. On the methodology, the general equilibrium model, especially the banking approach, is justified to work better than the traditional partial equilibrium model, in that the former provides a more robust and sensible empirical result. On the practicality, it is shown that fast development in banking sector of China has brought out significantly negative effect on money demand. That is to say, people tend to substitute money demand by banking activities more when the banking sectors are more efficient. Moreover, this negative effect on M1 is relatively greater than that on M0. Hence, the importance of banking sector in understanding money demand in China, or actually in any economy, is emphasized and justified. It was ignored in traditional study of money demand, but can no longer be downplayed nowadays.
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