Lipschitz optimization methods for fitting a sum of damped sinusoids to a series of observations
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A general nonlinear regression model is considered in the form of fitting a sum of damped sinusoids to a series of non-uniform observations. The problem of parameter estimation in this model is important in many applications like signal processing. The corresponding continuous optimization problem is typically difficult due to the high multextremal character of the objective function. It is shown how Lipschitz-based deterministic methods can be well-suited for solving these challenging global optimization problems, when a limited computational budget is given and some guarantee of the found solution is required.
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1. INTRODUCTION

1.1 Statement of optimization problem

Consider the general nonlinear regression problem. Assume that we have a series of real-valued observations \( y_1, \ldots, y_T \) such that

\[
y_t = \eta(\theta, t) + \varepsilon_t, \quad t = 1, \ldots, T,
\]

where \( \theta \) is an \( n \)-dimensional vector of unknown parameters, \( \eta(\theta, t) \) is a function nonlinear in \( \theta \) and \( \varepsilon_1, \ldots, \varepsilon_T \) is a series of noise terms (often assumed independently and identically distributed random variables, with zero mean and variance \( \sigma^2 \)). The non-uniform sampling case \( t = t_l \), \( l = 1, \ldots, T \), can be studied similarly. Let \( \Theta \subset \mathbb{R}^n \) be a parameter space so that \( \theta \in \Theta \). Parameter estimation in the general nonlinear regression model can be reduced to solving the minimization problem

\[
F(\theta) = \sum_{t=1}^{T} (y_t - \eta(\theta, t))^2 \rightarrow \min_{\theta \in \Theta}, \quad \Theta \subset \mathbb{R}^n,
\]

with the estimator \( \theta^* \) defined as

\[
\theta^* = \arg \min_{\theta \in \Theta} F(\theta).
\]

This problem can be often stated as a box-constrained global optimization problem, i.e.,

\[
\Theta = [\theta^-, \theta^+] = \{ \theta \in \mathbb{R}^n : \theta^-(j) \leq \theta(j) \leq \theta^+(j), \ j = 1, \ldots, n \}.
\]

We consider the case where the function \( \eta(\theta, t) \) has the form

\[
\eta(\theta, t) = \sum_{i=1}^{q} a_i \exp(d_i t) \sin(2\pi \omega_i t + \phi_i), \quad t = 1, \ldots, T.
\]

Here, \( q \) is a given integer, \( \theta = (a, d, \omega, \phi) \) with \( a = (a_1, \ldots, a_q) \), \( d = (d_1, \ldots, d_q) \), \( \omega = (\omega_1, \ldots, \omega_q) \) and \( \phi = (\phi_1, \ldots, \phi_q) \). Denote the true vector of parameters by \( \theta^{(0)} = (a^{(0)}, d^{(0)}, \omega^{(0)}, \phi^{(0)}) \) (\( \theta^{(0)} \) coincides with \( \theta^* \) in the case of noise-free observations). The ranges for parameters \( a_i \) and \( d_i \) is \(( -\infty, \infty)\), whilst the ranges for \( \omega_i \) and \( \phi_i \) are \([0, 1)\) and \([0, \pi/2)\), respectively.

The model (3) is a very well-known model which in the signal processing literature is called the ‘sums of damped sinusoids’ (see, e.g., [1, 2, 6, 9, 15, 37] for some typical techniques used in the signal processing field). This model is also associated with the so-called Hankel structured low-rank approximation problem which is described as follows. Let \( X = (x_{ij}) \) be an \( L \times K \) matrix such that \( x_{ij} = y_{i+j-1} \) and \( T + 1 = L + K \). The matrix \( X \) is of Hankel structure. The Hankel structured low rank approximation problem is of finding another Hankel matrix ‘close’ to \( X \) (the most common instance of the problem uses the Frobenius norm; see, e.g., [7, 39]) which is of some pre-specified rank \( r < \min(L, K) \). Full details describing the formal connection are available, e.g., in [19, 20, 21, 40].

1.2 Description of optimization problem

In this paper, we will show that optimization problem (1) is challenging if we consider the general model (3). We also will consider the following two particular cases of the model (3):

\[
\eta(a, \omega, \phi; t) = \sum_{i=1}^{q} a_i \sin(2\pi \omega_i t + \phi_i), \quad t = 1, \ldots, T,
\]

with \( d = (0, 0, \ldots, 0)^T \), and

\[
\eta(a, d, \phi; t) = \sum_{i=1}^{q} a_i \exp(d_i t) \sin(2\pi \omega^{(0)}_i t + \phi_i), \quad t = 1, \ldots, T,
\]
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where it is assumed that the vector $\omega$ is known: $\omega = \omega^{(0)}$. We will thus consider the following sets of parameters:

(i) $\theta = (a, d, \omega, \phi)$, the general case.
(ii) $\theta = (a, \omega, \phi)$, so that it is assumed that the vector $d$ is known: $d = d^{(0)}$. In many applications, $d = (0, 0, \ldots, 0)^T$.
(iii) $\theta = (a, d, \phi)$, so that it is assumed that the vector $\omega$ is known: $\omega = \omega^{(0)}$.

The problem (i) is a classical problem and is important in spectral analysis (see, e.g., [18, 22, 46]) and many applications, such as magnetic resonance spectroscopy, radioastronomy, antenna theory, prospecting seismology, and so on (see, e.g., [10, 33, 29, 46]). The problem (ii) with $d = 0$ can be considered as a simple extension of the Fourier expansion and hence can be applied in many different fields (see, e.g., [2, 15]). As extension of the Fourier model, it would be especially valuable when the frequencies $\omega_i$ are not expected to necessarily be $1/k$ (this includes the case of the so-called quasi-periodic signals). The problem (iii) naturally appears in models where the frequencies are known (see, e.g., [46]). A typical example would be provided by a monthly economic activity time series where the most dominant frequency is 12 supplemented with fractions $12/k$ with $k = 2, 3, 4, 5$ and 6.

We are aware of a few papers that contain discussion about the behaviour of the objective function (1) (see, e.g., [34, 20, 21]). In [19, 20], the fact that the objective function $F$ is multiextremal has been observed; the function $F$ was decomposed into three different components and it was numerically demonstrated that the part of the objective function with the observation noise removed dominates the shape of the objective function. The optimization problem (1) is very difficult (even in the case $q = 1$ in (3)–(5)) with the objective function possessing many local minima (see also the related discussion in [29]). Although the objective function is Lipschitz-continuous (see, e.g., [21, 29, 55, 59, 61]), it has very high Lipschitz constants which increase with $T$, the number of observations. Additionally, increasing $T$ leads to more erratic objective functions with a higher number of local minima. Adding noise to the observed data (see, e.g., [4, 11]) increases the complexity of the objective function (see, e.g., [5, 63]) and moves the global minimizer away from the vector of true parameters. Thus, efficient global optimization techniques should be used to tackle the stated problem.

Deterministic algorithms can be well-suited for studying the considered global optimization problems, since they are often able to provide a solution to the problem together with some guaranteed gap. Among them, Lipschitz-based methods can behave particularly well with respect to other state-of-the-art deterministic methods when a limited computational budget is given and some guarantee of the found solution is required (see, e.g., [13, 28, 29, 30, 43, 45, 54, 58, 59, 61]). We will show in this paper how these methods can be applied for solving the problems (1)–(5).

\section{1.3 Structure of paper}

The rest of the paper is structured as follows. In the next Section 2, some simple but important examples of the cost functions (1) are reported and studied in order to illustrate the complexity of the stated identification problem (1). In Section 3, Lipschitz-based deterministic techniques are briefly reviewed. Their application to solving the problems described in Section 2 is shown in Section 4. Finally, conclusions and future research directions are drawn in Section 5.

\section{2. EXAMPLES ILLUSTRATING THE COMPLEXITY OF THE PROBLEM}

\subsection{2.1 Benchmark problems}

In this Section, we provide a number of examples to illustrate the complexity of the problem (1) with the function given by (3)–(5). Figure 1 contains plots of the objective function for the following cases:

(a) Sine with unknown frequency only: we take $q = 1$ (the simplest case) and $T = 10$ in (3) and consider a particular objective function of the form

$$F(\omega_1) = \sum_{t=1}^{T} (y_t - \sin(2\pi \omega_1 t))^2,$$

where $\omega^{(0)} = \omega_1^{(0)} = 0.4$ (see Figure 1(a)). This one-dimensional function $F(\omega_1)$ is periodic with period 1 and the minimum value $F^* = 0$ (noise-free observations are considered for simplicity) is attained at the points $\omega_1^* = \omega_1^{(0)} + p (p = 0, \pm 1, \pm 2, \ldots)$. The feasible domain for $\omega_1$ can therefore be chosen as $[0, 1] \subset \mathbb{R}^1$; in this interval, the function $F(\omega_1)$ has one global minimizer at $\omega_1^* = \omega_1^{(0)}$ and many local minimizers.

(b) We repeat the above but take a higher $T = 100$ (see Figure 1(b)). In both the cases (a) and (b), it can be easily seen that the objective function $F(\omega_1)$ is highly multiextremal and very irregular (for the parameter settings in these examples, the number of local minimizers increases linearly in $T$). For $T = 10$, the Lipschitz constant of $F(\omega_1)$ (estimated over $10^{-7}$-grid) is approximately 432.0. For $T = 100$, it becomes equal to approximately 28600.8. The global minimizer has a very narrow attraction region and it moves away from the true parameters vector $\theta^{(0)}$ in (3) when the observations $y_t$ are measured with noise. Therefore, already in these relatively simple cases ($q = 1$ in (3)) particular care should be taken in the choice of global optimization algorithms to find this global minimizer.

(c) Two sines with unknown frequencies only: we take $q = 2$ in (3), $T = 10$ noise-free observations in (1) and consider the following objective function over the admissible domain $\omega = (\omega_1, \omega_2) \in [0, 1) \times [0, 1)$:

$$F(\omega_1, \omega_2) = \sum_{t=1}^{T} (y_t - \sin(2\pi \omega_1 t) - \sin(2\pi \omega_2 t))^2,$$

where $\omega^{(0)} = (\omega_1^{(0)}, \omega_2^{(0)})$ and the frequency vectors $\omega_1$, $\omega_2$ are unknown.
(7) \[ F(\omega_1, \omega_2) = \sum_{t=1}^{T} (y_t - \sin(2\pi \omega_1 t) - \sin(2\pi \omega_2 t))^2, \]

where \( \omega_1^{(0)} = 0.3, \omega_2^{(0)} = 0.4 \) (see Figure 1(c)).

The two-dimensional objective function \( F(\omega_1, \omega_2) \) is again highly multiextremal (note its symmetry with respect to permutation of the parameters). Although two global minimizers are well-separated (in terms of the objective function values too) from the multitude of local minimizers, the effect of having two close frequencies can be seen in Figure 1(c).

(d) Sine with unknown frequency, phase, and amplitude: we consider again the optimization problem (1) defined by the model (3) with \( q = 1 \). As (3) is quadratic in the parameter \( a \), it is possible (and sometimes can be useful) to obtain an explicit estimator for \( a \) based on the remaining parameters \( d, \omega, \) and \( \phi \) (as shown in the next subsection 2.2), thus defining the three-dimensional objective function \( f(d, \omega, \phi) \) for \( d \in [-2, 2] \subset \mathbb{R}, \omega \in (0, 1), \) and \( \phi \in (0, \pi / 2) \). In Figure 1(d), its cross-section \( (\omega, \phi) \) with \( d = d^{(0)} = -0.2 \) in the case of \( T = 10 \) noise-free observations is plotted, with true values \( a^{(0)} = 1.0, d^{(0)} = -0.2, \omega^{(0)} = 0.4, \) and \( \phi^{(0)} = 0.3 \). A highly multiextremal behaviour of this three-dimensional objective function can be again observed, especially with respect to the frequency \( \omega \).

The described objective functions are Lipschitz-continuous with high Lipschitz constants, essentially multiextremal and derivable (see the next subsection 2.2). Their evaluation is often associated (especially when a high number \( T \) of noisy observations are given) with performing computationally expensive numerical experiments. Moreover, noisy observations in (1) furthermore increase the problem complexity by both shifting the global minimizer away from the true parameters values and making unknown the desired global minimum value \( F^* \) (which is equal to \( F^* = 0 \) in the case of noise-free observations).

### 2.2 Derivatives and simplifications of the benchmark objective functions

Let us consider the optimization problem (1) defined by the model (3) with different unknown parameters, as described in the previous subsection 2.1.

If \( q = 1 \) (the simplest case of one sine function in (3)) and only one frequency \( \omega_1 \) is unknown (the cases (a) and (b) in subsection 2.1), the first derivative of the objective function \( F(\omega_1) \) from (6) is explicitly written over \( \omega_1 \in [0, 1) \) as

(8) \[ F'(\omega_1) = -4\pi \sum_{t=1}^{T} t \cos(2\pi \omega_1 t)(y_t - \sin(2\pi \omega_1 t)). \]

If two sine functions (\( q = 2 \) in (3)) with two unknown frequencies \( \omega_1 \) and \( \omega_2 \) are considered (the case (c) in sub-
section 2.1 with \( F(\omega_1, \omega_2) \) from (7)), then

\[
\frac{\partial F}{\partial \omega_1} = -4\pi \sum_{t=1}^{T} t \cos(2\pi \omega_1 t)(y_t - \sin(2\pi \omega_1 t) - \sin(2\pi \omega_2 t)),
\]
\[
\frac{\partial F}{\partial \omega_2} = -4\pi \sum_{t=1}^{T} t \cos(2\pi \omega_2 t)(y_t - \sin(2\pi \omega_1 t) - \sin(2\pi \omega_2 t)).
\]

Let us finally consider the case (d) from subsection 2.1, with \( q = 1 \) in (3) but unknown frequency, phase, and amplitude parameters in the damped sinusoid (3). For brevity, let \( x_t = \exp(dt) \sin(2\pi \omega t + \phi) \). Equation (1) may be written

\[
F(a, d, \omega, \phi) = \sum_{t=1}^{T} (y_t - ax_t)^2.
\]

Since

\[
\frac{\partial F(a, d, \omega, \phi)}{\partial a} = -2 \sum_{t=1}^{T} (y_t - ax_t)x_t,
\]

then we may obtain \((x_t \neq 0 \text{ for all } t = 1, \ldots, T)\) an explicit estimator for \( a \), which we denote \( \hat{a} \). This estimator is a function of the remaining parameters \( d, \omega \) and \( \phi \):

\[
\hat{a} = \frac{\sum_{t=1}^{T} y_t x_t}{\sum_{t=1}^{T} x_t^2}.
\]

Substituting \( \hat{a} \) into (10) (such a transformation can be used to decrease the number of independent parameters) gives a new objective function, which we denote \( f(d, \omega, \phi) \):

\[
f(d, \omega, \phi) = \sum_{t=1}^{T} \left(y_t - x_t \frac{\sum_{k=1}^{T} y_k x_k}{\sum_{k=1}^{T} x_k^2}\right)^2.
\]

It is possible to compute the derivatives of the objective function with respect to each of the unknown parameters, although they cannot be always written in a neat form. Here, we state only the first derivatives of \( f(d, \omega, \phi) \) with respect to each of the unknown parameters:

\[
\frac{\partial f}{\partial d} = -2 \sum_{t=1}^{T} \left[y_t - x_t \frac{\sum_{k=1}^{T} y_k x_k}{\sum_{k=1}^{T} x_k^2}\right] x_t,
\]

\[
\frac{\partial f}{\partial \omega} = -4\pi \sum_{t=1}^{T} \left[y_t - x_t \frac{\sum_{k=1}^{T} y_k x_k}{\sum_{k=1}^{T} x_k^2}\right] x_t.
\]

Let \( \frac{c_1(t)}{2} = \exp(dt) \cos(2\pi \omega t + \phi) \frac{\sum_{k=1}^{T} x_k^2}{\sum_{k=1}^{T} x_k^2} - 2x_t \sum_{k=1}^{T} k x_k \exp(dk) \cos(2\pi \omega k + \phi) \). Then,

\[
\frac{\partial f}{\partial \phi} = -2 \sum_{t=1}^{T} \left[y_t - x_t \frac{\sum_{k=1}^{T} y_k x_k}{\sum_{k=1}^{T} x_k^2}\right] x_t \exp(dt) \cos(2\pi \omega t + \phi) \frac{\sum_{k=1}^{T} x_k^2}{\sum_{k=1}^{T} x_k^2} c_1(t).
\]

Let \( c_2(t) = \exp(dt) \cos(2\pi \omega t + \phi) \sum_{k=1}^{T} x_k^2 - 2x_t \sum_{k=1}^{T} k x_k \exp(dk) \cos(2\pi \omega k + \phi) \). Then,

\[
\frac{\partial f}{\partial \omega} = -4\pi \sum_{t=1}^{T} \left[y_t - x_t \frac{\sum_{k=1}^{T} y_k x_k}{\sum_{k=1}^{T} x_k^2}\right] x_t \exp(dt) \cos(2\pi \omega t + \phi) \frac{\sum_{k=1}^{T} x_k^2}{\sum_{k=1}^{T} x_k^2} c_2(t).
\]

It can be shown that all the derivatives (8), (9), and (12)–(14) are Lipschitz-continuous functions (generally, with very high but unknown Lipschitz constants) over suitably defined domains of the parameters.

### 3. LIPSCHITZ-BASED DETERMINISTIC METHODS FOR SOLVING THE STATED GLOBAL OPTIMIZATION PROBLEM

#### 3.1 Deterministic and stochastic global optimization

In the global optimization literature, numerical methods are often divided into deterministic and stochastic. Deterministic algorithms (see, e.g., the references in [13, 45, 58, 59]) can ensure (assuming exact computations and a sufficient run time) that after a finite time an approximation of a global minimizer will be found within a preset tolerance. Stochastic methods (see, e.g., the references in [41, 42, 60, 61, 62]) usually offer some probabilistic guarantees of determining the global solution. Their convergence theory can state that the global minimizer is found in an infinitely long run time with the probability one. In both cases, derivative-free or derivative-based algorithms can be constructed depending on whether the objective function is differentiable and its derivatives can or cannot be calculated or estimated during the search for the best combination of the unknown parameters. Of course, the availability of the information on derivatives (like for our problems (1)–(5) particularly described in Section 2) allows one to apply faster and more accurate global optimization methods with respect to the situations when such information is unavailable.

Adaptive stochastic search strategies are frequently used for solving practical global optimization problems and are mainly based on random sampling in the search domain. Such techniques as adaptive random search, simulated annealing, tabu search, evolution and genetic algorithms can be cited here (see, e.g., [13, 42] for details). Stochastic techniques can often deal with the problems described in the Introduction in a simpler manner than the deterministic approaches (being also suitable for the case of noisy observations). However, some difficulties with these meth-
ods can occur. For example, solutions obtained by many popular stochastic algorithms (among them are heuristic nature-inspired methods like evolutionary algorithms, simulated annealing, etc., frequently used in practice; see, e.g., [13, 42, 31]) can be only local solutions to the problems, located far from the global ones. Several restarts can also be involved without providing an acceptable guarantee on the found solution. This can preclude such methods from their practical usage when accurate and guaranteed estimates of the unknown parameters are required under some assumptions on the problem, yet they can be useful to tackle some black-box problems with a lack of a priori suppositions on the objective functions.

Several general frameworks for describing computational schemes of global optimization methods (of both deterministic and stochastic types) and for studying their convergence properties in a unified manner have been proposed. The so-called ‘divide-the-best’ approach DBA (see [54, 49]) can be successfully used for this aim. In the DBA scheme, an adaptive partition of the parameter domain \( \Theta \subset \mathbb{R}^n \) from (1) (which is a hyperinterval (2) in our problems) into subdomains \( \Theta_k \) is considered at each iteration \( k \). The ‘merit’ (called characteristic; see, e.g., [52, 59]) \( R_k \) of each subdomain for performing a more detailed exploration is calculated on the basis of the information about the objective function obtained by evaluating the function (and possibly its derivatives) at several parameter vectors \( \theta \in \Theta_k \). The best (in some computational sense) characteristic estimated over a sub-domain \( \Theta_k \) corresponds to a higher possibility to locate the global minimizer within \( \Theta_k \). Sub-domain \( \Theta_k \) is, thus, partitioned at the next iteration of the algorithm and new function evaluations are executed, trying to improve the current approximation of the solution to problem (1) (see, e.g., [29, 49, 56] for details).

### 3.2 Lipschitz global optimization methods

To produce guaranteed estimates of the global solution within a finite number of function evaluations, as it is required in many applied design problems (including the considered problem (1)–(5)), some assumptions on the objective function structure should be made. These suppositions would allow one to develop a global search algorithm, able to outperform the simple uniform grid techniques for solving multiextremal problems (this is a well-known result in global optimization: if no particular assumptions are made on the objective function, any finite number of function evaluations cannot guarantee getting close to the global minimizer).

Efficient deterministic global optimization algorithms belonging to the DBA class can be constructed in the framework of Lipschitz global optimization (LGO). The Lipschitz condition is realistic for many practical simulation-based problems since in technical systems the energy of change is always limited and, thus, the corresponding objective function (or its derivatives) has (have) bounded slopes. The LGO algorithms work with the objective functions \( F(\theta) \) from (1) that either satisfies the Lipschitz condition over the parameter space \( \Theta \) with the Lipschitz constant \( 0 < L < \infty \) (usually unknown) or have the Lipschitz-continuous gradient with some unknown Lipschitz constant \( 0 < K < \infty \), i.e.,

\[
(15) \quad \| \nabla F(\theta') - \nabla F(\theta'') \| \leq K \| \theta' - \theta'' \|, \quad \theta', \theta'' \in \Theta \subset \mathbb{R}^n.
\]

In what follows, condition (15) will be used in the LGO methods for solving the problem (1) since the objective function \( F(\theta) \) from (1) is derivable and its gradient is Lipschitz-continuous (see subsection 2.2).

A classical geometric interpretation of the Lipschitz condition (ensuring the boundedness of the functions changes) allows one to develop global optimization algorithms and to prove their convergence. This interpretation lies at the basis of the so-called geometric LGO methods (see, e.g., [26, 56, 50, 54]). As in surrogate-based optimization (see, e.g., [13] for details), a geometric LGO algorithm iteratively constructs and updates a piecewise auxiliary function built by using an estimate of the Lipschitz constant \( K \) from (15): it performs an evaluation of \( F(\theta) \) and \( \nabla F(\theta) \) (the operation of evaluating \( F(\theta), \nabla F(\theta) \) at a parameter vector \( \theta \in \Theta \subset \mathbb{R}^n \) is often called trial) at a vector corresponding to a minimum of this auxiliary function. In certain cases, this point in \( \mathbb{R}^n \) is easy to find (see, e.g., [50, 55, 26]).

Since it is possible to evaluate both the objective function \( F(\theta) \) and its gradient \( \nabla F(\theta) \) at a trial point \( \theta \in \Theta \) from (2), more information about the problem is available (especially, the information on its local properties expressed by the gradient values). The usage of this information allows us to obtain auxiliary functions that fit closely the goal function and to generate a more accurate solution to the problem.

Different geometric LGO methods based on constructing auxiliary functions with the usage of various estimates of the Lipschitz constant \( K \) from (15) have been proposed (see, e.g., [13, 56, 14, 26, 27, 43, 54, 55, 58, 59]). They can be distinguished either by the mode in which information about the Lipschitz constant \( K \) from (15) is obtained or by the strategy of exploration of the parameter space \( \Theta \) from (2).

In particular, several ways to specify the Lipschitz constant \( K \) can be considered: this constant can be given a priori (see, e.g., [3, 12]); its adaptive estimates (local or global) can be obtained during the search (see, e.g., [14, 26, 27, 35, 50, 54, 56, 59]); multiple estimates of the Lipschitz constant can be also used (see, e.g., [25, 27]). While for the first two groups of methods convergence to only global minimizers can be often ensured, the third group of methods (frequently used in practice) normally manifests the so-called everywhere dense convergence without the possibility to obtain guaranteed bounds on the solutions. It should be noted that either the Lipschitz constant is known and an LGO method is constructed correspondingly, or it is not known but there exist a sufficiently large number of parameters of the considered algorithm ensuring its convergence.
A smart balancing of local and global information during the search, for example, by means of the so-called local tuning approach to estimate local Lipschitz constants, can be useful in this connection to accelerate the algorithm execution without compromising the problem solution (see, e.g., [26, 32, 35, 48, 50, 54, 58, 59]).

For exploring the multidimensional parameter space, various adaptive partitioning strategies can be applied. For example, one-point-based algorithms subsequently subdivide the search region in smaller ones and evaluate the objective function and its gradient at one point within each subregion (see, e.g., [12, 27, 38]). Diagonal partitions that evaluate \( F(\theta) \) and \( \nabla F(\theta) \) at two points within each subregion are very interesting for practical applications with expensive black-box functions (see, e.g., [45, 53, 54, 56]). More complex partitions, based, for example, on simplices can be also used (see, e.g., [8, 13, 43, 44, 61]), that can be useful to tackle symmetries in the objective function (see Section 2).

Particularly, in diagonal algorithms for solving problem (1)–(2) both the objective function \( F(\theta) \) and its gradient \( \nabla F(\theta) \) are evaluated (independently of the problem dimension) only at the vertices corresponding to the main diagonal \([\theta^+_i, \theta^-_i] \) of each hyperinterval \( \Theta_i \) (either at both the vertices, see, e.g., [16, 32, 45, 51, 54, 56], or at only one of them, see, e.g., [27, 54]). Results of these trials are then used to calculate the characteristics of the generated hyperintervals and, thus, to estimate the function behavior over these hyperintervals. In order to calculate the characteristic \( R_i \) of a multidimensional hyperinterval \( \Theta_i \), some one-dimensional characteristics can be successfully used as prototypes (see, e.g., [17, 23, 26, 45, 54, 58, 59, 61]). They can be applied to the one-dimensional segment being the main diagonal \([\theta^+_i, \theta^-_i] \) of the hyperinterval \( \Theta_i \). A hyperinterval having the ‘best’ characteristic (e.g., the smallest lower bound of \( F(\theta) \) over all the hyperintervals) is subdivided (by hyperplanes passing through some point on the main diagonal) by means of a diagonal partition strategy (as, e.g., bisection, partition \( 2^n \), and non-redundant partition from [24, 51, 54]; see the recent review [57] for details) and new trials are performed.

For example, in Figure 2, function trials are performed at points \( \theta^-_i \) and \( \theta^+_i \) of a hyperinterval \( \Theta_i \). The function \( F(\theta) \) is approximated along the diagonal \([\theta^-_i, \theta^+_i] \) of \( \Theta_i \) by means of a specially constructed auxiliary function \( \varphi_i(\theta) \). The minimum value of this approximating function estimates the lower bound of \( F(\theta) \) over the segment \([\theta^-_i, \theta^+_i] \). This estimate is multiplied (as graphically indicated by arrows in Figure 2) by a coefficient in order to be a lower estimate for \( F(\theta) \) not only over the diagonal but also over the whole multidimensional hyperinterval \( \Theta_i \). This modified lower estimate is accepted as the characteristic \( R_i \) of the hyperinterval \( \Theta_i \) (see, e.g., [24, 51, 54, 57] for more details).

The diagonal algorithms belong to the class of divide-the-best methods [50] and have proved to be efficient in solving practical problems (see, e.g., [28, 30, 29]). Two specific diagonal LGO methods, used in numerical experiments, are briefly presented in the next subsection.

### 3.3 MultK and SmoothD methods

Among different LGO methods reviewed in the previous subsection, a particular attention in this work is given to two diagonal geometric LGO algorithms. They differ both in the used partition strategies and estimates of the Lipschitz constant for the gradient of \( F(\theta) \).

The first algorithm (denoted hereafter as MultK) is from [27]. It extends the one-dimensional LGO method [25] using multiple estimates of the Lipschitz constant \( K \) by means of the non-redundant one-point-based diagonal strategy (see, e.g., [54, 57]). The second method (denoted hereafter as SmoothD) is from [56]. It uses smooth auxiliary functions to estimate \( F(\theta) \) over main diagonals of hyperintervals (as in its one-dimensional prototype from [50]) and is based on the non-redundant diagonal partition strategy (see, e.g., [24, 51, 53, 54]). The first algorithm is also characterized by a refined usage of the local information during its work (enhanced by the so-called two-phase approach; see, e.g., [53, 47, 44]), whilst the latter one is taken in its basic version that can be further improved (for example, by adopting the local tuning technique from [32, 48, 50] or the two-phase approach as in [27, 53, 44]).

In both the methods, the construction of a piecewise quadratic auxiliary function along the main diagonal of a hyperinterval is based on the Taylor expansion of \( F(\theta) \) limited to the second order term. Once a trial at vertex \( \theta_i \in \Theta_i = [\theta^-_i, \theta^+_i] \) is executed, the following inequality holds for an estimate \( \tilde{K} \geq K \) of the Lipschitz constant \( K \) from (15):

\[
F(\theta) \geq F(\theta_i) + \langle \nabla F(\theta_i), (\theta - \theta_i) \rangle - 0.5\tilde{K}\|\theta - \theta_i\|^2, \quad \theta \in \Theta_i,
\]
where \(\langle \cdot, \cdot \rangle\) is the scalar product, \(\| \cdot \|\) is the Euclidean norm in \(\mathbb{R}^n\).

In the context of the diagonal methods, the directional derivative \(F'(\theta_i)\) evaluated at a vertex \(\theta_i\) along the main diagonal \([\theta_i^-, \theta_i^+]\) of \(\Theta_i\) (i.e., either \(\theta_i = \theta_i^-\) or \(\theta_i = \theta_i^+\)) can be also used instead of the gradient vector \(\nabla F(\theta_i)\):

\[
F'(\theta_i) = \left( \sum_{j=1}^{n} \frac{\partial F(\theta_i)}{\partial \theta(j)} (\theta_i^+(j) - \theta_i^-(j)) \right) / \Delta_i,
\]

where

\[
\Delta_i = \|\theta_i^+ - \theta_i^-\| = \sqrt{\sum_{j=1}^{n} (\theta_i^+(j) - \theta_i^-(j))^2}
\]

is the length of the main diagonal of hyperinterval \(\Theta_i \subset \Theta\), \(n\) is from (2).

Since the exact Lipschitz constant \(K\) for the gradient of \(F(\theta)\) (or its valid overestimate) can be unknown in the stated global optimization problem, a set of possible estimates for \(K\) from zero to infinity is used in the MultK method, thus introducing a set of nondominated hyperintervals (i.e., hyperintervals with the smallest characteristics for a particular estimate \(\tilde{K}\) of the Lipschitz constant \(K\) in (16)). In terms of the geometric LGO approach, this means that the MultK method uses during its work a series of nonsmooth (discontinuous) piecewise quadratic auxiliary functions. The usage of multiple estimates of \(K\) simplifies the method scheme (in fact, due to this simplicity, algorithms based on the similar idea of using a variety of estimates of the Lipschitz constant for a Lipschitz objective function are very popular in derivative-free global optimization; see, e.g., the references in [13, 36]) but does not allow one to obtain a meaningful stopping criterion for this method. The MultK method stops when a preset trials budget is depleted and no guarantee on the goodness of a solution is provided unless a very high number of trials is allowed (similar behavior is intrinsic to some widely used nature-inspired metaheuristics; see, e.g., [13, 42, 31]).

The following theorem from [27] establishes the everywhere dense convergence of trial points generated by the MultK method.

**Theorem 3.1.** For any vector \(\theta \in \Theta\) and any \(\delta > 0\) there exist an iteration number \(k(\delta) \geq 1\) and a trial point \(\theta' = \theta_i(k)\), \(k > k(\delta)\), generated by the MultK method with the infinite trial budget, such that \(\|\theta - \theta'\| < \delta\).

In the SmoothD method, the unique estimate \(\tilde{K}\) of the Lipschitz constant \(K\) from (15) is used at each iteration to construct smooth piecewise quadratic auxiliary functions as it follows from (16) (see the function \(\phi_i(\hat{\theta})\) in Figure 2):

\[
\tilde{K} = \begin{cases} 
  r \max_{i}(\hat{K}_i), & \text{if } \max_{i}(\hat{K}_i) > \xi = 10^{-6}, \\
  r \xi, & \text{otherwise,}
\end{cases}
\]

where \(r > 1\) is the reliability parameter of the method, \(\xi\) is a small positive value (it ensures the correct algorithm execution when the values \(\hat{K}_i\) are too small), and \(\hat{K}_i\) are calculated as

\[
\hat{K}_i = \frac{2(F(\theta_i^-) - F(\theta_i^+)) + (F'(\theta_i^-) + F'(\theta_i^+)) \Delta_i + D_i}{\Delta_i^2},
\]

with \(F'(\theta_i^-), F'(\theta_i^+)\) and \(\Delta_i\) from (17) and

\[
D_i = \left(2(F(\theta_i^-) - F(\theta_i^+)) + (F'(\theta_i^-) + F'(\theta_i^+)) \Delta_i^2\right)^2 + (F'(\theta_i^-) - F'(\theta_i^+))^2 \Delta_i^2 \right)^{1/2}
\]

(the local tuning technique can be also used to estimate local Lipschitz constants for the objective gradient in different sub-regions; see, e.g., [50, 59, 35, 58]).

The reliability parameter \(r\) from (18) controlling the estimate \(\tilde{K}\) of the Lipschitz constant \(K\) influences the algorithm performance. Its higher values increase the method reliability. As this parameter decreases, the search rate increases, but the probability of convergence to a point different from a global minimizer of \(F(\theta)\) grows as well. Theoretical and experimental suggestions on an appropriate choice of this parameter are given in [56].

The SmoothD method has its internal probative stopping criterion: the method stops when the volume (or the length of the main diagonal as in [56]) of a hyperinterval with the smallest characteristic becomes smaller than the required accuracy related to a predefined constant \(\varepsilon > 0\). In this case, a guarantee on the obtained solution can be given as confirmed by the following theoretical result from [56]:

**Theorem 3.2.** For any function \(F(\theta)\) with the gradient satisfying the Lipschitz condition (15) with the constant \(K, 0 < K < \infty\), there exists a value \(r^*\) of the reliability parameter \(r\) from (18) such that for any \(r \geq r^*\) the infinite \((\varepsilon = 0\) in the method stopping criterion) sequence of trial points, generated by the SmoothD method during minimization of \(F(\theta)\), will converge only to the global minimizers of \(F(\theta)\).

In the next Section, the performance of both the methods while tackling the problem (1)–(5) is illustrated on the benchmark objective functions from Section 2.

### 4. NUMERICAL EXAMPLES AND SIMULATION STUDY

In this section, we present results of numerical experiments performed with the methods MultK and SmoothD on the benchmark functions from subsection 2.1 to illustrate the performance of LGO algorithms on problems (1)–(5).

Closed admissible domains \(\Theta\) from (2) were considered for all problems. Since in the case of noise-free benchmark problems the solutions are known (\(\theta^* = \theta^0\) in (1)), a particular problem from subsection 2.1 was considered to be solved.
by the MultK method if it generated a trial point \( \theta' \) in an \( \varepsilon \)-neighborhood of \( \theta^* \) (precisely, \( \theta' \) should be inside a hyperinterval with a vertex \( \theta^* \) having the volume smaller than the volume of the initial hyperinterval \( \Theta \) from (2) multiplied by \( \varepsilon \); see, e.g., [27, 29] for more details). In the case of real-life noisy problems, this method can be stopped (as often adopted in popular metaheuristic algorithms, see, e.g., [31]) when a prescribed number of trials is reached: the current best value is thus taken as a solution to the problem.

On the contrary, the SmoothD method was stopped by its internal stopping rule related to an accuracy coefficient \( \varepsilon \), as described in subsection 3.3 (although, observations of the first successful trial were performed for this algorithm too, as for the MultK method). In order to provide a guarantee on the found solution to a problem, the SmoothD method executed a number of iterations after a ‘good’ (successful) estimate of the global minimum \( F^* \) was obtained during the search (see, e.g., [56, 54] for more details).

In the experiments performed, the accuracy coefficient \( \varepsilon \) was taken at least equal to \( 10^{-6} \), that can be often considered an acceptable accuracy in practice (see, e.g., [29, 31]). The balancing parameter equal to \( 10^{-4} \) was used in the MultK method (this parameter prevents the algorithm from subdividing too small hyperintervals; see, e.g., [13, 44]). The reliability parameter \( r \) in the SmoothD method was set close to 1.1 (see [56] for the related discussion).

Results of numerical experiments with the two methods on the problems from subsection 2.1 are reported in Table 1 where for all the cases both the found solution and the number of generated trial points are given. For the SmoothD method, the numbers of the first successful trials are also indicated in parentheses. It can be seen from this Table that the found parameters were quite accurate and were determined by both the methods within a very limited budget of trials. It is important to highlight that the values in the third column of Table 1 were obtained by the SmoothD method after having verified its internal probative stopping criterion, what is significant from the practical point of view.

![Figure 3](image_url)

**Figure 3. Distribution of trial points when solving one-dimensional problems (a) and (b) \( F(\omega_1) \) from subsection 2.1.**

Trial points generated by both the methods when solving the benchmark problems from subsection 2.1 are reported in Figures 3–5 together with the objective function contours. Convergence of the sequences of trial points generated by the methods to the global minimizers can be thus evidenced and differences between the two considered stopping criteria can be observed.

For example, the situations when the MultK and the SmoothD methods generated the first trial point in an \( \varepsilon \)-neighborhood of the known global minimizer of the two-dimensional function \( F(\omega_1, \omega_2) \) from (7) are illustrated in Figures 4(a) and 4(c), respectively. Recall that such an artificial stopping rule (applicable for benchmark problems) cannot be used in practical real-life problems. In order to evaluate the real behaviour of the methods, more trials are needed. For the MultK, this can be done either by allowing the method to run until achieving some computational budget, or (equivalently) by decreasing the accuracy coefficient \( \varepsilon \). For the SmoothD method, it is enough to allow the method to stop due to its internal criterion. Both the situations are reported in Figures 4(b) and 4(d), respectively.
Figure 4. Distribution of trial points when solving two-dimensional problem (c) $F(\omega_1, \omega_2)$ from (7).

Figure 5. Distribution of trial points when solving three-dimensional problem (d) $f(d, \omega, \phi)$ from (11).

Fitting a sum of damped sinusoids to a series of observations 67
Note that trial points were concentrated around global minimizers \((0.3, 0.4)\) and \((0.4, 0.3)\) of this two-dimensional function \(F(\omega_1, \omega_2)\) which is symmetric in this case with respect to permutation of its arguments \(\omega_1\) and \(\omega_2\). Closer were the frequencies \(\omega_1^{(0)}\) and \(\omega_2^{(0)}\), less trials were needed to locate the best parameters. LGO algorithms that are able to make use of the symmetries in the objective function (as, e.g., simplicial partitioning methods; see [44, 43, 61]) could be more advantageous for optimizing such particular functions.

Similar conclusions with regard to the methods’ performance can be also given in the case of the three-dimensional benchmark function \(f(d, \omega, \phi)\) from (11). Its two-dimensional cross-section \((\omega, \phi)\) for the true parameter \(d^{(0)} = -0.2\) with trial points generated (and projected to the taken cross-section) by the two methods at their different stages is reported in Figure 5. The importance of the demonstrative phase of the SMOOTHD method (resulted therefore more reliable algorithm than the MULTK method on the considered problems) can be particularly seen from Figures 5(c) and 5(d).

Finally, Figures 6(a) and 6(b) report realizations of observations \(y_t\) and the corresponding true and reconstructed signals from (3) in the case of benchmark problems (c) and (d) from subsection 2.1, respectively (the case of benchmark problems (a) and (b) is trivial since their optimal value \(\omega^*_t\) was determined by the methods exactly up to the seventh decimal point). It can be observed how the reconstructed signal fitted closely the true one. All the optimal parameters produced by the two LGO methods can be (and should be) further improved by a specific local optimization procedure (see, e.g., [13]), thus approaching the true signals even better.

5. CONCLUSIONS

In this paper, a classical parameter estimation problem in nonlinear regression models has been considered as a global optimization problem. Several examples of the objective functions stated to fit sums of dumped sinusoids to series of observations have been particularly examined to illustrate the complexity of this identification problem. For its study, the usage of deterministic global optimization techniques has been proposed, as they can often provide solutions to these difficult problems together with some guaranteed gaps. Particularly, some promising Lipschitz-based methods have been briefly described and successfully applied to determine the solutions to the analyzed problems. A more detailed numerical comparison of the considered deterministic methods with other state-of-the-art techniques (including heuristic nature inspired algorithms widely used in practice) on extended general instances of the parameter estimation problem could be a useful and interesting direction of future research. The problem considered is closely related to Hankel structured low rank approximation, which is known to be a difficult problem. Hence, efficient and robust optimization methods which can tackle problems in this area are desired. It is hoped that this paper has gone some way to describe potential options.
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