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Abstract

A workflow specification defines sets of steps and users. An authorization policy determines for each user a subset of steps the user is allowed to perform. Other security requirements, such as separation-of-duty, impose constraints on which subsets of users may perform certain subsets of steps. The workflow satisfiability problem (WSP) is the problem of determining whether there exists an assignment of users to workflow steps that satisfies all such authorizations and constraints. An algorithm for solving WSP is important, both as a static analysis tool for workflow specifications, and for the construction of run-time reference monitors for workflow management systems. Given the computational difficulty of WSP, it is important, particularly for the second application, that such algorithms are as efficient as possible.

We introduce class-independent constraints, enabling us to model scenarios where the set of users is partitioned into groups, and the identities of the user groups are irrelevant to the satisfaction of the constraint. We prove that solving WSP is fixed-parameter tractable (FPT) for this class of constraints and develop an FPT algorithm that is useful in practice. We compare the performance of the FPT algorithm with that of SAT4J (a pseudo-Boolean SAT solver) in computational experiments, which show that our algorithm significantly outperforms SAT4J for many instances of WSP. User-independent constraints, a large class of constraints including many practical ones, are a special case of class-independent constraints for which WSP was proved to be FPT (Cohen et al., J. Artif. Intel. Res. 2014). Thus our results considerably extend our knowledge of the fixed-parameter tractability of WSP.

1 Introduction

It is increasingly common for organizations to computerize their business and management processes. The co-ordination of the tasks or steps that comprise a computerized business process is managed by a workflow management system (or business process management system). Typically, the execution of these steps will be triggered by a human user, or a software agent acting under the control of a human user, and each step may only be executed by an authorized user. Thus a workflow specification will include an authorization policy defining which users are authorized to perform which steps.

In addition, many workflows require controls on the users that perform certain sets of steps [1, 2, 3, 7, 14]. Consider a simple purchase-order system in which there are four steps: raise-order (s1), acknowledge-receipt-of-goods (s2), raise-invoice (s3), and send-payment (s4). The workflow specification for the purchase-order system includes rules to prevent fraudulent use of the system, the rules taking the form of constraints on users that can perform pairs of steps in the workflow: the same user may not raise the invoice (s3) and sign for the...
goods \((s_2)\), for example. Such a constraint is known as a user-independent (UI) constraint, since the specific identities of the users that perform these steps are not important, only the relationship between them (in this example, the identities must be different).

Once we introduce constraints on the execution of workflow steps, it may be impossible to find a valid plan— an assignment of authorized users to workflow steps such that all constraints are satisfied. The Workflow Satisfiability Problem (WSP) takes a workflow specification as input and outputs a valid plan if one exists. WSP is known to be NP-hard, even when the set of constraints only includes constraints having a relatively simple structure (and arising regularly in practice). In particular, the Graph \(k\)-Colorability problem can be reduced to a special case of WSP in which the workflow specification only includes separation-of-duty constraints \([14]\). Clearly, it is important to be able to determine whether a workflow specification is satisfiable at design time. Equally, when users select steps to execute in a workflow instance, it is essential that the access control mechanism can determine whether (a) the user is authorized, (b) allowing the user to execute the step would render the instance unsatisfiable. Thus, the access control mechanism must incorporate an algorithm to solve WSP, and that algorithm needs to be as efficient as possible.

Wang and Li \([14]\) observed that, in practice, the number \(k\) of steps in a workflow will be small, relative to the size of the input to WSP; specifically, the number of users is likely to be an order of magnitude greater than the number of steps. This observation led them to set \(k\) as the parameter and to study the problem using tools from parameterized complexity. In doing so, they proved that the problem is fixed-parameter tractable (FPT) for simple classes of constraints. However, Wang and Li also showed that for many types of constraints the problem is fixed-parameter intractable (unless FPT \(\neq W[1]\) is false). Hence, it is important to be able to identify those types of practical constraints for which WSP is FPT.

Recent research has made significant progress in understanding the fixed-parameter tractability of WSP. In particular, Cohen et al. \([5]\) introduced the notion of patterns and, using it, proved that WSP is FPT (irrespective of the authorization policy) if all constraints in the specification are UI. This result is significant because most constraints in the literature—including separation-of-duty, cardinality and counting constraints—are UI \([5]\). Using a modified pattern approach, Karapetyan et al. \([11]\) provided both a short proof that WSP with only UI constraints is FPT and a very efficient algorithm for WSP with UI constraints.

However, it is known that not all constraints that may be useful in practice are UI. Consider a situation where the set of users is partitioned into groups (such as departments or teams) and we wish to define constraints on the groups, rather than users. In our purchase order example, suppose each user belongs to a specific department. Then it would be reasonable to require that steps \(s_1\) and \(s_2\) are performed by different users belonging to the same department. There is little work in the literature on constraints of this form, although prior work has recognized that such constraints are likely to be important in practice \([7, 14]\), and it has been shown that such constraints present additional difficulties when incorporated into WSP \([9]\).

In this paper, we extend the notion of a UI constraint to that of a class-independent (CI) constraint. In particular, every UI constraint is an instance of a CI constraint. Our second contribution is to demonstrate that patterns for UI constraints \([5]\) can be generalized to patterns for CI constraints. The resulting algorithm, using these new patterns, remains FPT (irrespective of the authorization policy), although its running time is slower than that of the algorithm for WSP with UI constraints only. In short, our first two contributions identify a large class of constraints for which WSP is shown to be FPT, and subsume prior work in this area \([9, 5, 14]\). Our final contribution is an implementation of our algorithm in order to
investigate whether the theoretical advantages implied by its fixed-parameter tractability can be realized in practice. We compare our FPT algorithm with SAT4J, an off-the-shelf pseudo-Boolean (PB) SAT solver. The results of our experiments suggest that our FPT algorithm enjoys some significant advantages over SAT4J for hard instances of WSP.

In the next section, we define WSP and UI constraints in more formal terms, discuss related work in more detail, and introduce the notion of class-independent constraints. In Sections 3 and 4, we state and prove a number of technical results that underpin the algorithm for solving WSP with class-independent constraints. We describe the algorithm and establish its worst-case complexity in Section 5. In Section 6, we describe our experimental methods and report the results of our experiments. We conclude in Section 7.

Proofs of results marked with a ⋆ are given in Appendix A of the full version [8] of the paper. We also provide some details about the implementation of our algorithm in Appendix B of [8]. In the main body of the paper, we focus on the case of a single non-trivial partition of the user set. In Appendix C of [8], we generalize our approach to handle multiple (nested) partitions of the user set. (Such partitions can be used to model hierarchical organizational structures, which can be useful in practice [9].)

2 Workflow Satisfiability

Let $S = \{s_1, \ldots, s_k\}$ be a set of steps, let $U = \{u_1, \ldots, u_n\}$ be a set of users in a workflow specification, and let $k \leq n$. We are interested in assigning users to steps subject to certain constraints. In other words, among the set $\Pi(S, U)$ of functions from $S$ to $U$, there are some that represent “legitimate” assignments of steps to users and some that do not.

The legitimacy or otherwise of an assignment is determined by the authorization policy and the constraints that complete the workflow specification. Let $A = \{A(u) : u \in U\}$ be a set of authorization lists, where $A(u) \subseteq S$ for each $u \in U$, and let $C$ be a set of (workflow) constraints. A constraint $c \in C$ may be viewed as a pair $(T, \Theta)$, where $T \subseteq S$ is the scope of $c$ and $\Theta$ is a set of functions from $T$ to $U$, specifying the assignments of steps in $T$ to users in $U$ that satisfy the constraint. In practice, we do not enumerate all the elements of $\Theta$. Instead, we define its members implicitly using some constraint-specific syntax. In particular, we write $(s, s', \rho)$, where $s, s' \in S$ and $\rho$ is a binary relation defined on $U$, to denote a constraint that has scope $\{s, s'\}$ and is satisfied by any plan $\pi : S \to U$ such that $(\pi(s), \pi(s')) \in \rho$. Thus $(s, s', \neq)$, for example, requires $s$ and $s'$ to be performed by different users (and so represents a separation-of-duty constraint). Also $(s, s', =)$ states that $s$ and $s'$ must be performed by the same user (a binding-of-duty constraint).

2.1 The Workflow Satisfiability Problem

A plan is a function in $\Pi(S, U)$. Given a workflow $W = (S, U, A, C)$, a plan $\pi$ is authorized if for all $s \in S$, $s \in A(\pi(s))$, i.e. the user assigned to $s$ is authorized for $s$. A plan $\pi$ is eligible if for all $(T, \Theta) \in C$, $\pi|_T \in \Theta$, i.e. every constraint is satisfied. A plan $\pi$ is valid if it is both authorized and eligible. In the workflow satisfiability problem (WSP), we are given a workflow (specification) $W$, and our aim is to decide whether $W$ has a valid plan. If $W$ has a valid plan, $W$ is satisfiable; otherwise, $W$ is unsatisfiable.

Note that WSP is, in fact, the conservative CSP (i.e., CSP with unary constraints corresponding to step authorizations in the WSP terminology). However, unlike a typical instance of CSP, where the number of variables is significantly larger than the number of values, a typical instance of WSP has many more values (i.e., users) than variables (i.e., steps).
We assume that in all instances of WSP we consider, all constraints can be checked in time polynomial in \( n \). Thus it takes polynomial time to check whether any plan is eligible. The correctness of our algorithm is unaffected by this assumption, but using constraints not checkable in polynomial time would naturally affect the running time.

**Example 1.** Consider the following instance \( W' \) of WSP. The step and user sets are \( S = \{s_1, s_2, s_3, s_4\} \) and \( U = \{u_1, u_2, u_3, u_4, u_5\} \). The authorization lists are \( A(u_1) = \{s_1, s_2, s_3, s_4\} \), \( A(u_2) = \{s_1\} \), \( A(u_3) = \{s_2\} \), \( A(u_4) = A(u_5) = \{s_3, s_4\} \). The constraints are \((s_1, s_2, =), (s_2, s_3, \neq), (s_3, s_4, \neq), \) and \((s_4, s_1, \neq)\). Observe that \( \pi' : S \rightarrow U \) with \( \pi'(s_1) = \pi'(s_2) = u_1, \pi'(s_3) = u_3 \) and \( \pi'(s_4) = u_4 \) satisfies all constraints and authorizations, and thus \( \pi' \) is a valid plan for \( W' \). Therefore, \( W' \) is satisfiable.

### 2.2 Constraints using Equivalence Relations

Crampton et al. [9] introduced constraints defined in terms of an equivalence relation \( \sim \) on \( U \): a plan \( \pi \) satisfies constraint \((s, s', \sim)\) if \( \pi(s) \sim \pi(s') \) (and satisfies constraint \((s, s', \approx)\) if \( \pi(s) \approx \pi(s') \)). Hence, we could, for example, specify the pair of constraints \((s, s', \neq)\) and \((s, s', \sim)\), which, collectively, require that \( s \) and \( s' \) are performed by different users that belong to the same equivalence class. As we noted in the introduction, such constraints are very natural in the context of organizations that partition the set of users into departments, groups or teams.

Moreover, Crampton et al. [9] demonstrated that “nested” equivalence relations can be used to model hierarchical structures within an organization\(^1\) and to define constraints on workflow execution with respect to those structures. More formally, an equivalence relation \( \sim \) is said to be a refinement of an equivalence relation \( \approx \) if \( x \sim y \) implies \( x \approx y \). In particular, given an equivalence relation \( \sim \), \( =~ \) is a refinement of \( \sim \). Crampton et al. proved that WSP remains FPT when some simple extensions of constraints \((s, s', \sim)\) and \((s, s', \approx)\) are included [9, Theorem 5.4]. Our extension of constraints \((s, s', \sim)\) and \((s, s', \approx)\) is much more general: it is similar to generalizing simple constraints \((s, s', =)\) and \((s, s', \neq)\) to the wide class of UI constraints. This leads, in particular, to a significant generalization of Theorem 5.4 in [9].

Let \( c = (T, \Theta) \) be a constraint and let \( \sim \) be an equivalence relation on \( U \). Let \( U^\sim \) denote the set of equivalence classes induced by \( \sim \) and let \( u^\sim \in U^\sim \) denote the equivalence class containing \( u \). Then, for any function \( \pi : S \rightarrow U \), we may define the function \( \pi^\sim : S \rightarrow U^\sim \), where \( \pi^\sim(s) = (\pi(s))^\sim \). In particular, \( \sim \) induces a set of functions \( \Theta^\sim = \{\theta^\sim : \theta \in \Theta\} \).

**Example 2.** Continuing from Example 1, suppose \( U^\sim \) consists of two equivalence classes \( U_1 = \{u_1, u_2, u_3\} \) and \( U_2 = \{u_3, u_4\} \). Let us add to \( W' \) another constraint \((s_1, s_4, \sim)\) \((s_1 \) and \( s_4 \) must be assigned users from the same equivalence class) to form a new instance \( W'' \) of WSP. Then plan \( \pi' \) does not satisfy the added constraint and so \( \pi' \) is not valid for \( W'' \). However, \( \pi'' : S \rightarrow U \) with \( \pi''(s_1) = \pi''(s_2) = u_1, \pi''(s_3) = u_4 \) and \( \pi''(s_4) = u_5 \) satisfies all constraints and authorizations, and thus \( \pi'' \) is valid for \( W'' \). Here \((\pi'')^\sim(s_1) = (\pi'')^\sim(s_2) = 1 \) and \((\pi'')^\sim(s_3) = U_2 \).

Given an equivalence relation \( \sim \) on \( U \), we say that a constraint \( c = (T, \Theta) \) is class-independent (CI) for \( \sim \) if \( \theta^\sim \in \Theta^\sim \) implies \( \theta \in \Theta \), and for any permutation \( \phi : U^\sim \rightarrow U^\sim \), \( \theta^\sim \in \Theta^\sim \) implies \( \phi \circ \theta^\sim \in \Theta^\sim \). In other words, if a plan \( \pi : s \mapsto \pi(s) \) satisfies a constraint \( c \),

---

\(^1\) Many organizations exhibit nested hierarchical structure. For example, the academic parts of many universities are divided into faculties/schools which are divided into departments.
which is class-independent for $\sim$, then for each permutation $\phi$ of classes in $U^\sim$ if we replace $\pi(s)$ by any user in the class $\phi(\pi(s)^\sim)$ for every step $s$, then the new plan will satisfy $c$.

We say a constraint is user-independent (UI) if it is CI for $=$. In other words, if a plan $\pi: s \mapsto \pi(s)$ satisfies a UI constraint $c$ and we replace any user in $\{\pi(s): s \in S\}$ by an arbitrary user such that the replacement users are all distinct, then the new plan satisfies $c$.

We conclude this section with a claim whose simple proof is omitted.

**Proposition 3.** Given two equivalence relations $\sim$ and $\approx$ such that $\sim$ is a refinement of $\approx$, and any plan $\pi : S \to U$, $\pi^\sim(s) = \pi^\approx(s')$ implies $\pi^\approx(s) = \pi^\approx(s')$.

### 3 Plans and Patterns

In what follows, unless specified otherwise, we will consider the equivalence relation $=$ along with another fixed equivalence relation $\sim$. We will write $[m]$ to denote the set $\{1, \ldots, m\}$ for any integer $m \geq 1$. We assume that all constraints are either UI or CI for $\sim$. For brevity, we will refer to constraints that are CI for $\sim$ as simply CI. We consider only two equivalence relations for simplicity of presentation, but our results below can be generalized to any sequence $\sim_1, \ldots, \sim_l$ of equivalence relations such that $\sim_{i+1}$ is a refinement of $\sim_i$ for all $i \in [l-1]$, see Appendix C in the full version [8] of the paper. It is important to keep in mind that we put no restrictions on authorizations.

We will represent groups of plans as patterns. The intuition is that a pattern defines a partition of the set of steps relevant to a set of constraints. For instance, suppose that we only have UI constraints. Then a pattern specifies which sets of steps are to be assigned to the same user. A pattern assigns an integer to each step and those steps that are labelled by the same integer will be mapped to the same user. A pattern $p$ defines an equivalence relation $\sim_p$ on the set of steps (where $s \sim_p s'$ if and only if $s$ and $s'$ are assigned the same label).

Moreover, this pattern can be used to define a plan by mapping each of the equivalence classes induced by $\sim_p$ to a different user. Since we only consider UI constraints, the identities of the users are irrelevant (provided they are distinct). Conversely, any plan $\pi : S \to U$ defines a pattern: $s$ and $s'$ are labelled with the same integer if and only if $\pi(s) = \pi(s')$. And if $\pi$ satisfies a UI constraint $c$, then any other plan with the same pattern will also satisfy $c$. We can extend this notion of a pattern to CI constraints where entries in the pattern encode equivalence classes of users instead of single users.

More formally, let $W = (S, U, A, C = C_\text{UI} \cup C_\text{CI})$ be a workflow, where $C_\text{UI}$ is a set of UI constraints and $C_\text{CI}$ is a set of CI constraints. Let $p_\text{UI} = (x_1, \ldots, x_k)$ where $x_i \in [k]$ for all $i \in [k]$. We say that $p_\text{UI}$ is a UI-pattern for a plan $\pi$ if $x_i = x_j \Rightarrow \pi(s_i) = \pi(s_j)$, for all $i, j \in [k]$, and $p_\text{UI}$ is eligible for $C_\text{UI}$ if any plan $\pi$ with $p_\text{UI}$ as its UI-pattern is eligible for $C_\text{UI}$.

In Example 2, $C_\text{UI} = \{(s_1, s_2, =), (s_2, s_3, \neq), (s_3, s_4, \neq), (s_1, s_4, =)\}$ and $C_\text{CI} = \{(s_1, s_4, \sim)\}$. Tuples $(1, 1, 2, 3)$ and $(2, 2, 4, 3)$ are UI-patterns for plan $\pi''$ of Example 2.

**Proposition 4 (\star).** Let $p_\text{UI}$ be a UI-pattern for a plan $\pi$. Then $p_\text{UI}$ is eligible for $C_\text{UI}$ if and only if $\pi$ is eligible for $C_\text{UI}$.

Let $p_\text{CI} = (y_1, \ldots, y_k)$, where $y_i \in [k]$ for all $i \in [k]$. We say that $p_\text{CI}$ is a CI-pattern for a plan $\pi$ if $y_i = y_j \Leftrightarrow \pi^\sim(s_i) = \pi^\sim(s_j)$, for all $i, j \in [k]$, and $p_\text{CI}$ is eligible for $C_\text{CI}$ if any plan $\pi$ with $p_\text{CI}$ as its CI-pattern is eligible for $C_\text{CI}$. For example, $(1, 1, 2, 1)$ and $(2, 2, 4, 2)$ are CI-patterns for plan $\pi''$ of Example 2. The next result is a generalization of Proposition 4.

**Proposition 5 (\star).** Let $p_\text{CI}$ be a CI-pattern for a plan $\pi$. Then $p_\text{CI}$ is eligible for $C_\text{CI}$ if and only if $\pi$ is eligible for $C_\text{CI}$.
Now let \( p = (p_\sim, p_-) \) be a pair containing a UI-pattern and an CI-pattern. Then we call \( p \) a \((UI, CI)\)-pattern. We say that \( p \) is a \((UI, CI)\)-pattern for \( \pi \) if \( p_\sim \) is a UI-pattern for \( \pi \) and \( p_- \) is a CI-pattern for \( \pi \). We say that \( p \) is \emph{eligible} for \( C = C_\sim \cup C_- \) if \( p_\sim \) is eligible for \( C_\sim \) and \( p_- \) is eligible for \( C_- \). The following two results follow immediately from Propositions 4 and 5 and definitions of UI- and CI-patterns.

\begin{itemize}
  \item \textbf{Lemma 6.} Let \( p = (p_\sim, p_-) \) be a \((UI, CI)\)-pattern for a plan \( \pi \). Then \( p \) is eligible for \( C = C_\sim \cup C_- \) if and only if \( \pi \) is eligible for \( C \).
  \item \textbf{Proposition 7.} There is a \((UI, CI)\)-pattern \( p \) for every plan \( \pi \).
\end{itemize}

We say a \((UI, CI)\)-pattern \( p \) is \emph{realizable} if there exists a plan \( \pi \) such that \( \pi \) is authorized and \( p \) is a \((UI, CI)\)-pattern for \( \pi \). Given the above results, in order to solve a WSP instance with user- and class-independent constraints, it is enough to decide whether there exists a \((UI, CI)\)-pattern \( p \) such that (i) \( p \) is realizable, and (ii) \( \pi \) is eligible (and hence \( \pi \) is eligible) for \( C = C_\sim \cup C_- \).

We will enumerate all possible \((UI, CI)\)-patterns, and for each one check whether the two conditions hold. We defer the explanation of how to determine whether \( p \) is realizable until Sec. 4. We now show it is possible to check whether a \((UI, CI)\)-pattern \( p = (p_\sim, p_-) \) is eligible in time polynomial in the input size \( N \). Indeed, in polynomial time, we can construct plans \( \pi_\sim \) and \( \pi_- \) with patterns \( p_\sim \) and \( p_- \), respectively, where \( \pi_\sim(s_i) = \pi_- (s_j) \) if and only if \( x_i = x_j \) and \( \pi_\sim(s_i) \sim \pi_- (s_j) \) if and only if \( y_i = y_j \). (In particular, we can select a representative user from each equivalence class in \( U^- \).) By Lemma 6 and Propositions 4 and 5, \( p \) is eligible if and only if both \( \pi_\sim \) and \( \pi_- \) are eligible. By our assumption before Example 1, eligibility of both \( \pi_\sim \) and \( \pi_- \) can be checked in polynomial time.\(^2\) Note, however, that \( \pi_\sim \) and \( \pi_- \) may be different plans, so this simple check for eligibility does not give us a check for realizability of \( p \).

\section{Checking Realizability}

A \emph{partial plan} \( \pi \) is a function from a subset \( T \) of \( S \) to \( U \). In particular, a plan is a partial plan. To avoid confusion with partial plans, sometimes we will call plans \emph{complete plans}. We can easily extend the definitions of \emph{eligible}, \emph{authorized} and \emph{valid} plans to partial plans: the only difference is that we only consider authorizations for steps in \( T \) and constraints with scope being a subset of \( T \).

We also define \emph{partial patterns}. For a UI or CI-pattern \( q = (x_1, \ldots, x_k) \) and a subset \( T \subseteq S \), let the pattern \( q|_T = (x_1, \ldots, x_k) \), where \( z_i = x_i \) if \( s_i \in T \), and \( z_i = 0 \) otherwise. We say that \( p|_T \) is a \((UI, CI)\)-pattern for a partial plan \( \pi : T \rightarrow U \) if \( p|_T \) with all coordinates with 0 values removed is a \((UI, CI)\)-pattern for \( \pi \). We therefore have that if \( p \) is a \((UI, CI)\)-pattern for a plan \( \pi \), then \( p|_T \) is a \((UI, CI)\)-pattern for \( \pi \) restricted to \( T \).

Let \( p = (p_\sim = (x_1, \ldots, x_k), p_- = (y_1, \ldots, y_k)) \) be a \((UI, CI)\)-pattern. We say that \( p \) is \emph{consistent} if \( x_i = x_j \Rightarrow y_i = y_j \) for all \( i, j \in [k] \). Recall that if \( p \) is the \((UI, CI)\)-pattern for \( \pi \), then \( x_i = x_j \Leftrightarrow \pi(s_i) = \pi(s_j) \), and \( y_i = y_j \Leftrightarrow \pi^-(s_i) = \pi^-(s_j) \). Thus Proposition 3 implies that if \( p \) is the \((UI, CI)\)-pattern for any plan then \( p \) is consistent. Henceforth, we will only consider \((UI, CI)\)-patterns that are consistent.

Given a \((UI, CI)\)-pattern \( (p_\sim, p_-) \), we must determine whether this \((UI, CI)\)-pattern can be realized, given the authorization lists defined on users. The patterns \( p_\sim \) and \( p_- \) define

\(^2\) Clearly, it is not hard to check eligibility of \( p \) without explicitly constructing \( \pi_\sim \) and \( \pi_- \), as is done in our algorithm implementation, described in Appendix B of \cite{8}.
two sets of equivalence classes on \( S \): \( s_i \) and \( s_j \) are in the same equivalence class of \( S \) defined by \( p_\sim (p_\sim, \text{respectively}) \) if and only if \( x_i = x_j \) (\( y_i = y_j \), respectively).

Moreover each equivalence class induced by \( p_\sim \) is partitioned by equivalence classes induced by \( p_\sim \). We must determine whether there exists a plan \( \pi : S \rightarrow U \) that simultaneously (i) has UI-pattern \( p_\sim \); (ii) has CI-pattern \( p_\sim \); and (iii) assigns an authorized user to each step. Informally, our algorithm for checking realizability computes two things.

- For each pair \( (T, V) \), where \( T \subseteq S \) is an equivalence class induced by \( p_\sim \) and \( V \subseteq U \) is an equivalence class induced by \( \sim \), whether there exists an injective mapping from the equivalence classes in \( T \) induced by \( p_\sim \) to authorized users in \( V \). We call such a mapping a second-level mapping.
- Whether there exists an injective mapping \( f \) from the set of equivalence classes induced by \( p_\sim \) to the set of equivalence classes induced by \( \sim \) such that \( f(T) = V \) if and only if there exists a second-level mapping from \( T \) to \( V \). We call \( f \) a top-level mapping.

If a top-level mapping exists, then, by construction, it can be “deconstructed” into authorized partial plans defined by second-level mappings. We compute top- and second-level mappings using matchings in bipartite graphs, as described below.

### The Top-level Bipartite Graph

The UI-pattern \( p_\sim = (x_1, \ldots, x_k) \) induces an equivalence relation on \( S = \{s_1, \ldots, s_k\} \), where \( s_i \) and \( s_j \) are equivalent if and only if \( x_i = x_j \). Let \( S = \{S_1, \ldots, S_l\} \) be the set of equivalence classes of \( S \) under this relation. Similarly, the CI-pattern \( p_\sim = (y_1, \ldots, y_k) \) induces an equivalence relation on \( S \), where \( s_i, s_j \) are equivalent if and only if \( y_i = y_j \). Let \( T = \{T_1, \ldots, T_m\} \) be the equivalence classes under this relation. Observe that since \( p \) is consistent, we have \( k \geq l \geq m \) and for any \( S_l, T_j \), either \( S_l \subseteq T_j \) or \( S_l \cap T_j = \emptyset \).

- **Definition 8.** Given a \((\text{UI, CI})\)-pattern \( p = (p_\sim, p_\sim) \), the top-level bipartite graph \( G_p \) is defined as follows. Let the partite sets of \( G_p \) be \( T \) and \( U^\sim \). For each \( T_r \in T \) and class \( u^\sim \), we have an edge between \( T_r \) and \( u^\sim \) if and only if there exists an authorized partial plan \( \pi_r : T_r \rightarrow u^\sim \) such that \( p_\sim \mid T_r \) is a UI-pattern for \( \pi_r \).

- **Lemma 9.** If a \((\text{UI, CI})\)-pattern \( p = (p_\sim, p_\sim) \) is realizable, then \( G_p \) has a matching covering \( \mathcal{T} \).

**Proof.** Let \( \pi \) be an authorized plan such that \( p \) is a \((\text{UI, CI})\)-pattern for \( \pi \). As \( p_\sim \) is a CI-pattern for \( \pi \), we have that for each \( T_r \in T \) and all \( s_i, s_j \in T_r \), \( \pi^\sim(s_i) = \pi^\sim(s_j) \). Therefore \( \pi(T_r) \subseteq u^\sim \) for some \( u \in U \). Let \( u^\sim_r \) be this equivalence class for each \( T_r \). As \( p_\sim \) is a CI-pattern for \( \pi \), we have that for all \( r \neq r' \) and any \( s_i \in T_r, s_j \in T_{r'}, \pi^\sim(s_i) \neq \pi^\sim(s_j) \). It follows that \( u^\sim_r \neq u^\sim_{r'} \) for any \( r \neq r' \).

Let \( M = \{T_r u^\sim_r \in E(G_p) \mid T_r \in T\} \). As \( u^\sim_r \neq u^\sim_{r'} \) for any \( r \neq r' \) we have that \( M \) is a matching that covers \( \mathcal{T} \). It remains to show that \( M \) is a matching of \( G_p \) covering \( \mathcal{T} \), i.e. that \( T_r u^\sim_r \) is an edge in \( G_p \) for each \( T_r \). For each \( T_r \in T \), let \( \pi_r \) be \( \pi \) restricted to \( T_r \). Then \( \pi_r \) is a function from \( T_r \) to \( u^\sim_r \). As \( \pi \) is authorized, \( \pi_r \) is also authorized. As \( p_\sim \) is a UI-pattern for \( \pi \), we have that \( p_\sim \mid T_r \) is a UI-pattern for \( \pi_r \). Therefore \( \pi_r \) satisfies all the conditions for there to be an edge \( T_r u^\sim_r \) in \( G_p \).

We have shown that for any \((\text{UI, CI})\)-pattern to be realizable, it must be consistent and its top-level bipartite graph must have a matching covering \( \mathcal{T} \). We will now show that these necessary conditions are also sufficient.

- **Lemma 10 (\(*\)).** Let \( p = (p_\sim = (x_1, \ldots, x_k), p_\sim = (y_1, \ldots, y_k)) \) be a \((\text{UI, CI})\)-pattern which is consistent, and such that \( G_p \) has a matching covering \( \mathcal{T} \). Then \( p \) is realizable.
The Second-level Bipartite Graph. For each (UI, CI)-pattern \( p = (p_\text{u}, p_\text{c}) \), we need to construct the graph \( G_p \) and decide whether it has a matching covering \( T \), in order to decide whether \( p \) is realizable. Given \( G_p \), a maximum matching can be found in polynomial time using standard techniques, but constructing \( G_p \) itself is non-trivial. For each potential edge \( T_r u^\sim \) in \( G_p \), we need to decide whether there exists an authorized partial plan \( \pi_r : T_r \to u^\sim \) such that \( p_\text{u}|_{T_r} \) is a UI-pattern for \( \pi_r \). We can decide this by constructing another bipartite graph, \( G_{T_r,u^\sim} \). Recall that \( S = \{S_1, \ldots, S_l\} \) is a partition of \( S \) into equivalence classes, where \( s_i, s_j \) are equivalent if \( x_i = x_j \), and for each \( S_h \in S \), either \( S_h \subseteq T_r \) or \( S_h \cap T_r = \emptyset \). Define \( S_r = \{S_h : S_h \subseteq T_r \} \).

**Definition 11.** Given a (UI, CI)-pattern \( p = (p_\text{u} = (x_1, \ldots, x_k), p_\text{c} = (y_1, \ldots, y_k)) \), a set \( T_r \in T \) and equivalence class \( u^\sim \in U^\sim \), the second-level bipartite graph \( G_{T_r,u^\sim} \) is defined as follows: Let the partite sets of \( G \) be \( S_r \) and \( u^\sim \) and for each \( S_h \in S_r \) and \( v \in u^\sim \), we have an edge between \( S_h \) and \( v \) if and only if \( v \) is authorized for all steps in \( S_h \).

**Lemma 12 (⋆).** Given \( T_r \in T \), \( u^\sim \in U^\sim \), the following conditions are equivalent.

- There exists an authorized partial plan \( \pi : T_r \to u^\sim \) such that \( p_\text{u}|_{T_r} \) is a UI-pattern for \( \pi \).
- \( G_{T_r,u^\sim} \) has a matching that covers \( S_r \).

## 5 FPT Algorithm

Our FPT algorithm generates (UI, CI)-patterns \( p \) in a backtracking manner as follows. (Its implementation is described in Appendix B of [8].) It first generates partial patterns \( p_\text{u} = (x_1, \ldots, x_k) \), where the coordinates \( x_i = 0 \) are assigned one by one to integers in \([k']\), where \( k' = \max_{1 \leq j \leq k} \{x_j\} + 1 \). The algorithm checks that the pattern \( p_\text{u} \) does not violate any constraints whose scope contain the corresponding step \( s_i \). If an eligible pattern \( p_\text{u} = (x_1, \ldots, x_k) \) has been completed (i.e., \( x_j \neq 0 \) for each \( j \in [k] \)), the partial patterns \( p_\text{c} = (y_1, \ldots, y_k) \) are generated as above but with a difference: the algorithm ensures the consistency condition. If an eligible (UI, CI)-pattern \( p \) has been constructed, a procedure constructing bipartite graphs and searching for matchings in them as described in Section 4 decides whether \( p \) is realizable.

**Theorem 13.** We can solve WSP with UI and CI constraints in \( O^*(4^{k\log_2 k}) \) time.

**Proof Sketch.** Our algorithm is correct by Proposition 7 and the fact that every complete (UI, CI)-pattern can be generated. It remains to estimate the running time.

If \( p_\text{c} \) in our algorithm were generated as \( p_\text{u} \), i.e., consistency were not taken into consideration, the search tree \( T \) of our algorithm (nodes are partial (UI, CI)-patterns) would have at least as many nodes as the actual search tree of our algorithm. Observe that each internal node (corresponding to an incomplete (UI, CI)-pattern) in \( T \) has at least two children, and each leaf in this tree corresponds to a complete (UI, CI)-pattern. Thus, the total number of partial (UI, CI)-patterns considered by our algorithm is less than twice the number of complete (UI, CI)-patterns, which is \( k^{2k} = 4^{k\log_2 k} \) as each of \( 2k \) coordinates takes values in \([k]\).

We have to compute a matching in the top-level bipartite graph and matchings for each second-level bipartite graph. The number of second-level bipartite graphs is bounded above by \( nk \) (since the number of equivalence classes in \( U \) and \( S \) cannot exceed \( n \) and \( k \), respectively). We can compute a maximum matching in time polynomial in the number of vertices in the top- and second-level bipartite graphs (which is bounded in all our graphs by \( n + k \)). The result follows.
6 Algorithm Implementation and Computational Experiments

There can be a huge difference between an algorithm in principle and its actual implementation as a computer code, e.g., see [13]. We have implemented the new pattern-backtracking FPT algorithm and a reduction to the pseudo-Boolean satisfiability (PB SAT) problem in C++, using SAT4J [12] as a pseudo-Boolean SAT solver. Reductions from WSP constraints to PB ones were done similarly to those in [4, 6, 11]. Our FPT algorithm extends the pattern-backtracking framework of [11] in a nontrivial way, for details see Appendix B of [8].

In this section we describe a series of experiments that we ran to test the performance of our FPT algorithm against that of SAT4J. Due to the difficulty of acquiring real-world workflow instances, we generate and use synthetic data to test our new FPT algorithm and reduction to the PB SAT problem (as in similar experimental studies [6, 11, 14]). All our experiments use a MacBook Pro computer having a 2.6 GHz Intel Core i5 processor, 8 GB 1600 MHz DDR3 RAM and running Mac OS X 10.9.5.

We generate a number of random WSP instances using not-equals (i.e., constraints of the form \((s, s', \neq))\), equivalence and non-equivalence constraints (i.e., constraints of the types \((s, s', \sim)\) and \((s, s', \not\sim))\), and at-most constraints. An at-most constraint restricts the number of users that may be involved in the execution of a set of steps. It is, therefore, a form of cardinality constraint and imposes a loose form of “need-to-know” constraint on the execution of a workflow instance, which can be important in certain business processes. An at-most constraint may be represented as a tuple \((t, Q, \leq)\), where \(Q \subseteq S\), \(1 \leq t \leq |Q|\), and is satisfied by any plan that allocates no more than \(t\) users in total to the steps in \(Q\). In all our at-most constraints \(t = 3\) and \(|Q| = 5\) as in [6, 11].

6.1 Experimental Parameters and Instance Generation

We summarize the parameters we use for our experiments in Table 1. Values of \(k\), \(n\) and \(r\) were chosen that seemed appropriate for real-world workflow specifications. The values of the other parameters were determined by preliminary experiments designed to identify “challenging” instances of WSP: that is, instances that were neither very lightly constrained nor very tightly constrained. Informally, it is relatively easy to determine that lightly constrained instances are satisfiable and that tightly constrained instances are unsatisfiable. Thus the instances we use in our experiments are (very approximately) equally likely to be satisfiable or unsatisfiable. In particular, by varying the numbers of at-most constraints and constraints of the form \((s, s', \not\sim)\), we are able to generate a set of instances with the desired characteristics (as shown by the results in Table 2).

A constraint \((s, s', \sim)\) implies the existence of a constraint \((s, s', \neq)\), so we do not vary the number of not-equals a great deal (in contrast to existing work in the literature [6]). Informally, a constraint \((s, s', \sim)\) reduces the difficulty of finding a valid plan. Thus, given our desire to investigate challenging instances, we do not use very many of these constraints.

All the constraints, authorizations, and equivalence classes of users are generated for each instance separately, uniformly at random. The random generation of authorizations, not-equals, and at-most constraints uses existing techniques [6]. The generation of equivalence and non-equivalence constraints has to be controlled to ensure that an instance is not trivially unsatisfiable. In particular, we must discard a constraint of the form \((s, s', \sim)\) if we have already generated a constraint of the form \((s, s', \neq)\). The equivalence classes of the user set are generated by enumerating the user set and then splitting the list into contiguous sublists. The number of elements in each sublist varies between 3 and 7 (chosen uniformly at random and adjusted, where necessary, so that the total number of members in the \(r\) sub-lists is \(n\)).
Table 1 Parameters used in our experiments.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of steps ( k )</td>
<td>20, 25, 30</td>
</tr>
<tr>
<td>Number of users ( n )</td>
<td>10k</td>
</tr>
<tr>
<td>Number of user equivalence classes ( r )</td>
<td>2k</td>
</tr>
<tr>
<td>Number of constraints ( (s, s', \neq) ) with ( k )</td>
<td>20, 25</td>
</tr>
<tr>
<td>Number of constraints ( (s, s', \sim) ) with ( k )</td>
<td>20, 25</td>
</tr>
<tr>
<td>Number of constraints ( (s, s', \equiv) ) with ( k )</td>
<td>10, 15, 20, 25, 30</td>
</tr>
<tr>
<td>Number of at-most constraints ( (s, s', \preceq) ) with ( k )</td>
<td>15, 20, 25, 30, 35</td>
</tr>
<tr>
<td>Number of at-most constraints ( (s, s', \succeq) ) with ( k )</td>
<td>20, 25, 30, 35, 40</td>
</tr>
</tbody>
</table>

6.2 Results and Evaluation

We adopt the following labelling convention for our test instances: \( a.b.c.d \) denotes an instance with \( a \) not-equals constraints, \( b \) at-most constraints, \( c \) equivalence constraints, and \( d \) non-equivalence constraints (as used in the first and fourth columns of Table 2, for instances with \( k = 25 \) and \( k = 30 \), respectively). In our experiments we compare the run-times and outcomes of SAT4J (having reduced the WSP instance to a PB SAT problem instance) and our FPT algorithm, which we will call PBA4CI (pattern-based algorithm for class-independent constraints). Table 2 shows some detailed results of our experiments (the results for \( k = 20 \) were excluded due to the space limit). We record whether an instance is solved, indicating a satisfiable instance with a ‘Y’ and an unsatisfiable instance with a ‘N’; instances that were not solved are indicated by a question mark. PBA4CI reaches a conclusive decision (Y or N) for every test instance, whereas SAT4J fails to reach such a decision for some instances, typically because the machine runs out of memory. The table also records the time (in seconds) taken for the algorithms to run on each instance. We would expect that the time taken to solve an instance would depend on whether the instance is satisfiable or not, and this is confirmed by the results in the table.

In total, the experiments cover 210 randomly generated instances, 70 instances for each number of steps, \( k \in \{20, 25, 30\} \). PBA4CI successfully solves all of the instances, while SAT4J fails on almost 40% of the instances (mostly unsatisfiable ones). In terms of CPU time, SAT4J is more efficient only on 5 instances (2.4%) in total: 1 for 20 steps, 1 for 25 steps, and 3 for 30 steps, all of which are lightly constrained. For these instances PBA4CI has to generate a large number of patterns in the search space before it finds a solution.

Overall, PBA4CI is clearly more effective and efficient than SAT4J on these instances. Table 3 put in Appendix B of [8] shows the summary statistics for all the experiments. The numbers of unsolved instances by SAT4J are indicated in parenthesis. For average CPU time values, we assume that the running time on the unsolved instances can be considered as a lower bound on the time required to solve them. Therefore average CPU time values in Table 3 take into consideration unsolved instances for SAT4J: they are estimated lower bounds on its
average time performance. As the number of steps $k$ increases, SAT4J fails more frequently and is unable to reach a conclusive decision for more than 65% of instances when $k = 30$, some of which are satisfiable. However, SAT4J is clearly more efficient (and effective) on satisfiable instances than on the unsatisfiable ones, while for PBA4CI the converse is true. This can be explained by very different search strategies used by the solvers.

7 Conclusion

We have introduced the concept of a class-independent constraint, which significantly generalizes user-independent constraints and substantially extends the range of real-world business requirements that can be modelled. We have designed an FPT algorithm for WSP with
class-independent constraints. Our computational results demonstrate that our FPT algorithm is useful in practice for WSP with class-independent constraints, in particular for WSP instances that are too hard for SAT4J.

The full generalization of our approach is briefly described in Appendix C of [8] and the time complexity of the corresponding algorithm, $O^*((2^r k \log_2 k)$ ($r$ is the number of nested equivalence relations including =), indicates that it will remain practical at least when three rather than two equivalence relations are considered.
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