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Abstract—We present a method for realtime reconstruction of an animating human body, which produces a sequence of deforming meshes representing a given performance captured by a single commodity depth camera. We achieve realtime single-view mesh completion by enhancing the parameterized SCAPE model. Our method, which we call Realtime SCAPE, performs full-body reconstruction without the use of markers. In Realtime SCAPE, estimations of body shape parameters and pose parameters, needed for reconstruction, are decoupled. Intrinsic body shape is first precomputed for a given subject, by determining shape parameters with the aid of a body shape database. Subsequently, per-frame pose parameter estimation is performed by means of linear blending skinning (LBS); the problem is decomposed into separately finding skinning weights and transformations. The skinning weights are also determined offline from the body shape database, reducing online reconstruction to simply finding the transformations in LBS. Doing so is formulated as a linear variational problem; carefully designed constraints are used to impose temporal coherence and alleviate artifacts. Experiments demonstrate that our method can produce full-body mesh sequences with high fidelity.

Index Terms—Realtime reconstruction, Human animation, Depth camera, SCAPE.

1 INTRODUCTION

Realtime reconstruction of animating full-body performances is of use in a range of applications requiring 3D personalized avatars, for example movie production and game control.

Here, we present an approach to markerless realtime reconstruction of an animating human, captured using a single commodity depth camera such as the Microsoft Kinect [1]. Single-view capture offers several advantages over multi-view techniques, including lower price, simpler calibration, and more flexible setup. However, there are several technical challenges in using such an approach. Firstly, depth data from a single low-price camera are typically very noisy, and suffer from significant missing regions due to self-occlusion. Secondly, computing the deformation giving the pose for each frame is inherently a nonlinear problem, so is hard to solve in real time, especially if there is rapid motion between adjacent frames. Lastly, to reconstruct a smooth full-body animation from low quality depth data, temporal coherence needs to be carefully taken into account in pose estimation—yet without markers or manual assistance to build inter-frame correspondences, coherence is difficult to ensure.

We address these challenges by treating full-body reconstruction from single-view data as a parameterized template fitting problem. In particular, we extend the SCAPE (Shape Completion and Animation of PEOple) approach [2] to provide realtime performance. The original SCAPE method was devised for reconstruction of a complete human body from a set of markers attached to the target subject. Directly using unmodified SCAPE for full-body reconstruction is very time-consuming: e.g. see the markerless method in [3]. Fortunately, estimation of body shape and pose parameters can be decoupled when using the SCAPE model. The intrinsic body shape of a performing subject does not change, and so body shape parameters can be estimated offline beforehand, leaving just the pose parameters to be determined for each frame of a motion sequence. We take advantage of this approach, but to enable realtime reconstruction, we further enhance SCAPE, which formulates pose parameter computation in terms of linear blending skinning (LBS) deformation [4]. The LBS approach represents pose using skinning weights and transformations. The skinning weights are again fixed with respect to time, so can also be learnt offline from a human database, reducing realtime reconstruction to the solution of a linear variational problem to determine a set of transformations. To provide high-quality output with temporal coherence and avoiding deformation artifacts, carefully designed constraints are also imposed.

In summary, the contribution of Realtime SCAPE is a method for accurate, realtime, geometry and motion reconstruction of an animating human from a single low-cost depth camera: see Figure 1. Its key features...
Fig. 1. Frames from a performance, showing: photograph of the pose, depth data (left), and watertight mesh produced in realtime (right).

are:

- Two stages of parameter decoupling, permitting pose estimation at realtime speed.
- Constrained pose transformation recovery to suppress deformation artifacts and ensure temporal coherence.
- Robust reconstruction results, even for challenging performances, e.g. those including 360° rotations of the human body.

## 2 RELATED WORK

Human body reconstruction has been studied both theoretically and algorithmically in computer vision and graphics. Existing approaches can be classified as single- or multi-view, according to the number of cameras used. We focus on single camera methods and related recent advances; see [3], [5], [6], [7] for comprehensive reviews.

**Shape/geometry reconstruction.** The Kinect [1] is a representative low-cost depth camera, producing low-quality data with a high rate. The GPU-based KinectFusion method [8] can be used for both tracking and static surface reconstruction. In particular, we utilize KinectFusion to capture static initial body shape data as a 3D mesh, which is used offline to determine parameters of an intrinsic body shape model particular to the subject.

Even large gaps in captured data can be overcome by use of template-based registration, which leads to a template fitting problem [2], [9], [10], [11], [12], [13], [14]. Earlier work often tracked marker points for correspondence estimation [2], [9], but more recently, markerless reconstruction methods [10], [11], [12], [13], [14] have made great progress. The single-view method in [12] is a good example, but it requires high-quality data, and is unable to handle relatively low-quality depth data such as that provided by a Kinect device. Our method is also markerless, and can robustly reconstruct human geometry and motion from low-quality data.

We use a SCAPE model as the basis for shape and pose reconstruction [2]. Two important lines of research have emerged in this area, those using 2D images [15], [16], and those using a single depth camera [3], [17], [18]. The latter category is most similar to our work: it estimates body shape using image silhouettes and depth data using a single Kinect device. However, the method in [3] takes approximately one hour to produce a result, which is far too slow for many practical applications, and underlines the difficulties in reconstructing human geometry and motion from single-view data in real time.

**Pose/motion capture.** A skeleton provides a compact object representation, summarizing both geometrical and topological information, and so is frequently adopted as a proxy in place of capturing accurate geometry when estimating motion from a single camera. Weiss [19] combines motion capture with physically-based simulation to obtain skeleton-based motion results using a traditional 2D camera, but manual labeling of key frames is required. The same group’s later work [20] uses a depth camera, and provides a more accurate solution based on an iterative process of tracking and detection. Related research estimate 3D pose in realtime by using trained randomized decision trees [21], a context-sensitive regression forest [22], or one-shot skeleton fitting using Vitruvian manifold methods [23]. These methods, as well as those in [24], [25], [26], [27], [28], all rely on a database of prerecorded human motions. However, such a database cannot include every possible pose which may occur in a human performance. Note further that the main goal of such skeleton tracking methods is to estimate the motion in terms of parameters describing...
Fig. 2. Framework. Top: Realtime SCAPE model. Center: offline template acquisition, intrinsic body shape reconstruction, and weight computation for use in linear blending skinning (LBS). Bottom: online animating human body reconstruction, matching deformed intrinsic body shape to each dynamic data frame, via rapid computation of the LBS pose transformations.

linear blending skinning Linear blending skinning (LBS) [4] is a popular deformation model, providing fast performance and good deformation qualities. [30] proposed an automatic algorithm to extract an LBS model from a set of example poses based on rigid bones; it borrowed the term skinning decomposition from [31] to refer to the inverse problem of fitting an LBS model to measured data. The latter is formulated as a constrained optimization problem in which the least-squares errors of vertex positions reconstructed by LBS are minimized; a linear solver iteratively updates a weight map and the bone transformations. However, the speed of this approach is far from sufficient for realtime work. We build on these ideas, and further decouple pose deformation using the human database to significantly increase performance.
using a reference human database. The parameter vector \( \theta \) of linear coefficients characterizes a particular subject.

- **Pose** is parameterized by a set of pose matrices \( Q \), which determine the articulated pose.

These two sets of parameters may be combined to reconstruct realistic results for various humans in different poses.

The SCAPE model [2] deforms a body template \( \mathcal{M} \) to fit a particular mesh \( \mathcal{M}^{sp} \), corresponding to a subject \( s \) in the database in pose \( p \). In detail, consider some triangle in \( \mathcal{M} \) with vertices \( (v_{k_1}, v_{k_2}, v_{k_3}) \). Shape and pose deformations are applied in turn to transform it into its counterpart in \( \mathcal{M}^{sp} \). Deformations are computed in terms of the triangle’s local coordinate system, obtained by translating point \( v_{k_1} \) to the global origin. Thus, deformations are applied to triangle edges \( e_{k_n} = v_{k_n} - v_{k_1} \), \( n = 2, 3 \). Given \( Q, \Theta \), for each template triangle, SCAPE can thus determine a mesh for a specific person and pose by finding the set of vertex locations \( v_1, \cdots, v_{|V|} \) (where \( |V| \) is the number of mesh vertices) that minimizes the reconstruction error for the observed triangle edges:

\[
\arg \min_{v_1, \cdots, v_{|V|}} \sum_k \sum_{n=2,3} \|Q_k^{sp} \Theta_k^{sp} e_{k_n} - (v_{k_n} - v_{k_1}) \|^2. \tag{1}
\]

### 4.2 Realtime SCAPE using LBS-based pose deformation

In our enhancements to SCAPE for realtime performance, we replace the pose deformation matrices \( Q \) by the LBS technique [4]. To learn our modified Realtime SCAPE model parameters, we used the CAESAR human database [32], which includes 2400 subjects in \( |P| = 70 \) poses. Each subject is represented by a closed mesh, fitted to a template \( \mathcal{M} \) with 12,500 vertices and 25,000 faces.

**LBS synopsis.** In LBS, pose is represented using transformations of rigid bones relative to a rest pose, and skinning weights. For a subject \( s \), the weight \( w_{ij} \) represents the influence of the \( j \)-th bone on the \( i \)-th vertex. Each vertex is associated with no more than \( |N| \) bones, and there are \( |B| \) bones in total. If \( v^r_i \) is the position of the \( i \)-th vertex in the rest pose, and each \( R^p_j \) and \( T^p_j \) are a \( 3 \times 3 \) rotation matrix and \( 3 \times 1 \) translation vector transforming the \( j \)-th bone in the \( p \)-th pose, then the deformed \( i \)-th vertex, \( v^d_i \), is given by:

\[
v^d_i = R^p_j v^r_i + T^p_j w_{ij}
\]
by:
\[ v_i^p = \sum_{j=1}^{|B|} w_{ij} (R_j^p v_i^r + T_j^p), \]  \tag{2a} 

subject to:
\[ w_{ij} \geq 0, \quad \forall i, j, \]  \tag{2b} 
\[ \sum_{j=1}^{|B|} w_{ij} = 1, \quad \forall i, \]  \tag{2c} 
\[ |\{w_{ij} | w_{ij} \neq 0\}| \leq |N|, \quad \forall i, \]  \tag{2d} 
\[ R_j^p^T R_j^p = I, \quad |R_j^p| = 1, \quad \forall p, j. \]  \tag{2e} 

Eqns. (2b–2d) ensure physically meaningful bone-vertex influences, while Eqn. (2e) ensures that \( R_j^p \) is a proper rotation matrix.

**Skinning decomposition.** Following [30], the transformations and weights may be determined by solving a constrained least squares optimization problem; the example poses in the human database are used as data to learn the set of weights:
\[ \arg\min_{w, R, T} \sum_{p=1}^{|P|} \sum_{i=1}^{|V|} \|v_i^p - \sum_{j=1}^{|B|} w_{ij}(R_j^p v_i^r + T_j^p)\|^2, \]  \tag{3} 

subject to the constraints in Eqns. (2b–2e).

Each subject \( s \) has a variety of poses in the human database. The subject’s body surface is initially automatically decomposed with faces allocated to \(|B|\) rigid bones (\(|B| = 17\) in practice), using a rigging technique [33]. As all shapes in the database have the same topology, decomposition of one subject can be directly transferred to all other subjects. We define neighbors for each bone. The weights of a vertex \( v \) belonging to bone \( b \) are non-zero weights only for \( b \) and its neighboring bones. Since each bone has at most 3 neighboring bones, \(|N| = 4\).

The weights are determined by iteratively solving Eqn. (3). Since we have initial vertex clusters for each bone, we can initialize each \( R_j \) and \( T_j \) using the method in [30]. Then, for every pose of \( s \), the LBS weights \( W \) and transformations \( R, T \) are iteratively updated by alternating two steps, until convergence, or a maximum number of iterations (experimentally set to 20) has been reached. These steps are:

**Weight computation.** The bone transformations are fixed, and \( W \) optimized by solving a constrained least squares problem as in [30].

**Transformation computation.** The weights \( W \) are fixed, and optimization is performed to find the bone transformations, via LBS minimization as in Eqn. (3). The objective function is now:
\[ \min_{R, T} E = \min_{R, T} \sum_{p=1}^{|P|} \sum_{i=1}^{|V|} \|v_i^p - \sum_{j=1}^{|B|} w_{ij}(R_j^p v_i^r + T_j^p)\|^2 \]  \tag{4} 

subject to: \( R_j^p^T R_j^p = I, \quad \det R_j^p = 1, \quad \forall p, j.\)

We solve Eqn. (4) iteratively after linearizing the rotation matrices. Specifically, when optimizing \( R_j \), we use the standard approximation \( R_{new} \approx (I + R_j) R_{old} \), where the vector \( r = (r_1, r_2, r_3) \) is a linear approximation for a small rotation \( R_j \):
\[ \begin{pmatrix} 0 & -r_3 & r_2 \\ r_3 & 0 & -r_1 \\ -r_2 & r_1 & 0 \end{pmatrix}. \]  \tag{5} 

This quickly converges to a local optimum of the objective function in Eqn. (4). This approach converts the LBS optimization problem into a linear variational problem which can be rapidly solved.

Our experiments using the CAESAR human database [32], (e.g. see Fig. 3) indicate that essentially identical weights are obtained for all human subjects, and hence do not need redetermination for new subjects.

**Decoupled Realtime SCAPE.** In our Realtime SCAPE model, the PCA parameters \( \theta \) describing shape deformation are learnt as described in Section 5. Pose deformation is represented in terms of sparse rigid bone transformations and the weight map, greatly reducing the dimensionality of the learning problem. The learnt model contains \( |B| \times |P| \) rotation transformations plus a weight vector, where the same weight map \( \hat{W} \) is used for all subjects in any pose, while the rotation \( R_j^p \) is similar for all subjects in a given pose \( p \).

Our tests have shown that the Realtime SCAPE model with LBS decomposition can accurately approximate all test subjects in a variety of poses. Example matches between the reconstructed pose and real data are shown in Fig. 3, illustrating the high quality of results obtained. As the same weight map is used for all subjects, it can be computed once during offline Realtime SCAPE analysis, and saved for direct application during online motion reconstruction, helping to meet the realtime goals.

## 5 Offline intrinsic body shape reconstruction

We start by scanning the subject in an initial static T-pose, using KinectFusion [8] to create a mesh, which is used for offline reconstruction of the subject’s intrinsic body shape. An objective function is used to determine various body shape attributes (represented in PCA space), while minimizing the difference between the target shape and the mesh:
\[ \min_{\theta} E_{shape} = \arg\min_{\theta} (E_{ap} + \lambda_1 E_{diff}), \]  \tag{6} 

where \( \lambda_1 \) is experimentally set to 2. The two terms have the following meanings:
Finding the vector $\theta$ of linear coefficients that characterizes the input subject provides the model of the subject’s intrinsic body shape. Intrinsic shapes for two subjects are shown in Fig. 4. As can be seen, the reconstructed body shapes are plausible and fit the scanned data well.

### 6 Realtime full-body capture

We now explain how the Realtime SCAPE model provides online full-body reconstruction from a single depth camera. It reconstructs complete geometry, even when the input data suffers from self-occlusion, as well as the motion for an animating subject.

In the model, the parameters $\theta, W, R,$ and $T$ model the specific shape and pose. We must determine suitable values to provide a mesh sequence consistent with successive depth images. The shape parameters $\theta$ for the particular subject are determined during initial offline processing, as explained in Section 5. The LBS weight map $W$ is fixed for all subjects, and is learnt during Realtime SCAPE analysis, as explained in Section 4. The remaining unknown variables to be found per depth image are the transformations $R, T$.

#### 6.1 Transformation formulation

The transformation is determined by optimizing a function with four terms which represent:

1. how well the reconstructed mesh fits the current frame’s depth data,
2. the constraint that neighboring bones remain connected,
3. inertia of rigid bone rotation,
4. orientation preservation for certain bones.

Mathematically, this leads to the formulation:

$$
\min_{R,T} E = \min_{R,T} \sum_{t=1}^{T} \left( \sum_{i=1}^{V} \left( \| \mathbf{v}_i^t - \sum_{j=1}^{B} w_{ij}(R_j^t \mathbf{v}_i^t + T_j^t) \| \right)^2 + \right.
$$

$$
\left. \alpha_1 \sum_{j=1}^{B} \sum_{l=1}^{B} \frac{w_{ij}w_{il}}{\tau_{jl}} \| R_j^t v_i^t + T_j^t - R_l^t v_l^t - T_l^t \|^2 + \right.
$$

$$
\left. \alpha_2 \sum_{j=1}^{B} \| R_j^t - R_{j\text{parent}}^t R_{j\text{local}}^t \|^2 + \right.
$$

$$
\left. \alpha_3 \sum_{j=1}^{B} \| R_{j\text{parent}}^t d_j^t - R_{j\text{local}}^t d_j^t \|^2 \right). \quad (7)
$$

The weights $\alpha_1, \alpha_2$ and $\alpha_3$ are experimentally set to 10, 5 and 1 respectively. We now explain each term in detail.

**Goodness of fit.** The reconstructed mesh should agree with the observed depth map. Fitting error is measured in terms of the correspondence between each mesh point $v_i^t = \sum_{j=1}^{B} w_{ij}(R_j^t v_i^t + T_j^t)$, and $\hat{v}_i^t$, the closest point in the depth data in frame $t$.

**Joint constraints.** A joint is any mesh region influenced by more than one bone. Joint constraints serve to keep bones connected. We formulate them as in [34]; $\tau_{jl} = \sum_{j=1}^{B} \sum_{l=1}^{B} w_{ij}w_{il}$ is a normalization factor. In order to determine which vertices belong to a joint, we use products of weight functions: the joint region for a pair of bones $j$ and $l$ comprises those vertices $v_i$ for which $w_{ij}w_{il} > 0$.

**Inertia of local rotation.** Physics determines that each bone should maintain its state of rest or uniform local rotation unless acted upon by an external force. As Fig. 5(right) shows, bones in the articulated body are connected in a tree structure. The rotation of bone $j$ in frame $t$ combines its own local rotation with the rotation of its parent in the tree: $R_j^t = R_{j\text{local}}^t R_{j\text{parent}}^t$. To provide inertia, $R_{j\text{local}}^t$ for frame $t$ remains unchanged from frame $t-1$, $R_{j\text{local}}^t = R_{j\text{local}}^{t-1}$, so is directly computed from $R_{j\text{local}}^{t-1}$ at frame $t-1$. Bones are computed in top-down tree order, therefore $R_{j\text{parent}}^t$ is already known at frame $t$, while $R_{j\text{root}}^t$ remains fixed as an identity transformation. (The root does not correspond to any body part and merely serves as a reference for other body parts—see Fig. 5).
Main-axis orientation invariance. Seven particular bones: those for the head, feet, forearms, and lower legs, are treated specially. The corresponding body parts are approximately cylindrical, and have limited freedom of movement. Each can only rotate about a main axis in its local reference frame, with one degree of freedom. Thus, each has a chosen axis attached to it whose direction $d$ is resistant to variation during the motion. This axis attempts to merely follow changes induced by its parent, and refrains from introducing changes of its own: ideally $R^t_j d^t_j$ should be close to $R^t_{j_{parent}} d^t_{j_{parent}}$. This constraint helps prevent candy-wrapper artifacts, where parts of the body near joints are unnaturally twisted like a candy wrapper, a problem discussed in [35].

These four terms play different roles during online reconstruction. The fitting and joint constraint terms are essential, and have already been used in previous reconstruction algorithms, such as [34]. While using these two obvious terms alone leads to a basically correct mesh, the results typically suffer from both jitter, and candy-wrapper artifacts. Clear improvements result from adding the inertia term to give temporal smoothness, and the final term to solve the candy-wrapper problem, as can be seen in Fig. 6.

6.2 Reconstruction of animating subject

During online reconstruction, the performer starts from a predetermined static T-pose, then moves in front of the single depth camera. We compute $R^t, T^t$ by minimizing the function in Eqn. 7, using the solution in frame $t - 1$ to initialize computation of a local minimum in frame $t$.

Utilizing the expected temporal coherence of the transformation in this way helps to quickly determine the solution. In detail, given the transformation $R^t_{j_{parent}}$, in the previous time step for some rigid bone $j$, we solve $R^t_j$ iteratively in a similar way to Eqn. 5. We approximate the rotation via $R^t_j \approx (I + \dot{R})R^t_{j_{parent}}^{-1}$, where $r = (r_1, r_2, r_3)$ is a vector linearizing a small rotation $\dot{R}$; see Eqn. 5, leading to a linear solution for $R^t_j$. On average, 3.5 iterations are required to compute the optimized $R^t_j$, which is fast enough for online processing. $T$ can be directly computed once $R$ has been found.

After finding $R,T$ for each frame, the SCAPE reconstruction is found by Eqn. (2a), using the precomputed skinning weights $W$ and intrinsic body shape in T-pose defined by shape parameter $\theta$.

The whole framework for online pose parameter calculation is listed in Algorithm 1; further details are now discussed. The resolution of the Kinect depth images is $320 \times 240$. To reduce the time for $kd$-
Fig. 7. Example reconstruction results. Top: dynamic depth images and corresponding complete meshes. Bottom: reconstructed meshes overlaying the depth data. These are pseudocolor depth images: red is nearest, and blue furthest from the reader.

Fig. 8. Comparison. Left: result using the method of [3]. Right: our result. Our reconstructed meshes are better aligned with the depth data (center) in the presence of self-occlusion.

tree construction and k-nearest-neighbour search, we subsample to half this resolution. There are about 5000 points in the final set $P$ of valid human surface points. To construct the $kd$-tree, we use the flann library. The human template mesh contains 6252 vertices and 12500 faces; in the view of camera, about one third of the template vertices are visible. To determine the visible vertices, the VBO technique is used to determine the depth image of the template. We then compare the depth of each vertex to the corresponding pixel of the rendered depth image, and keep vertices whose depth differences are less than 0.002 m. In the linear equation, for each of the 17 bones, 3 unknowns determine its rotation increment and 3 give its translation increment. There are 4 constraint terms. Denoting the visible vertices of the template by $V$, we divide them into two sub-classes: for $V_1$, the depth of $V_1$ is close to the corresponding pixel of the captured depth image, while $V_2$ are the remainder. For vertices in $V_1$, we just constrain their depths ($z$ coordinates). For vertices in $V_2$, we search for the closest point in $P$ using the $kd$-tree and choose pairs whose distance is less than a threshold of 0.02m as correspondences. We use the same strategy to classify $P$ into $P_1$ and $P_2$ and build up correspondences from $P_2$ to $V$ to improve robustness. This gives $|V_1| + 3(|V_2| + |P_2|)$ equations for the goodness of fit term. The joint constraints lead to $3 \times 18$ equations since we have 18 joints. The rotational inertia term leads to $9 \times 17$ equations since we have 17 bones. The main-axis orientation invariance term leads to $3 \times 7$ equations since there are 7 special bones. The total number of linear equations is the sum of the above. We use the conjugate gradient algorithm to solve the linear system, which terminates when either the largest rotation angle increment $||\Delta r||_{\text{max}}$ of any bone is less than a threshold $\epsilon_1$ and the largest translation vector increment $||\Delta T||_{\text{max}}$ is less than a threshold $\epsilon_2$ or the number of iterations exceeds a limit $n_{\text{max}}$. We set $\epsilon_1 = 5^\circ$, $\epsilon_2 = 0.025 \text{ m}$ and $n_{\text{max}} = 7$ in all experiments. Table 1 demonstrates the efficiency of our algorithm, providing average computational

Algorithm 1 Calculation of pose parameters for each frame

**Input:** Depth image of frame $I^t$

**Output:** Pose parameters $\beta^t = (R^t, T^t)$

1: Initialize pose parameters $\beta^t \leftarrow \beta^{t-1}$
2: Build $kd$-tree for point cloud $P^t$ from $I^t$
3: $i \leftarrow 0$
4: repeat
5:   Render the depth image of the model $M(\theta, \beta^t)$ specialised to this person and pose, to get the visible vertex set $V^t$
6:   Build $kd$-tree for $V^t$
7:   Classify $P^t$ into $P^t_1$ and $P^t_2$, $V^t$ into $V^t_1$ and $V^t_2$
8:   Build correspondences from $V^t_1$ to $P^t_1$
9:   Set up linear equation for $\Delta R^t$ and $\Delta T^t$
10: Solve the equation
11:   Update $R^t$, $T^t$, and $M(\theta, \beta^t)$
12:   if $||\Delta r^t||_{\text{max}} < \epsilon_1$ and $||\Delta T^t||_{\text{max}} < \epsilon_2$ then
13:      break
14: else
15:      $i \leftarrow i + 1$
16: end if
17: until $i > n_{\text{max}}$
times for each major component.

The output for a performance is a reconstructed mesh sequence that both fits the single-view depth data, and is consistent with the Realtime SCAPE model. As shown by Figs. 1 and 7, our method can automatically and accurately model any parts of each frame which are occluded. Fig. 7 shows sample input depth image data (top) and overlaid reconstructed poses (bottom).

### 7 Evaluation and Discussion

Our method has been implemented using Visual C++ and OpenGL on a desktop PC with a 3.4GHz CPU.

Table 1 indicates average times for each computational step recorded during all tests carried out for this paper. The parameters \( \theta \) representing body shape and \( W \) representing LBS weights can be pre-computed offline in a few seconds. The online times refer to the steps of Algorithm 1 by line number. The total calculation time for each frame is \( t_2 \) plus the number of iterations times the sum of the other steps. On average, 3.5 iterations are needed, so overall about 25 ms per frame are needed to compute the LBS transformation variables \( R, T \).

<table>
<thead>
<tr>
<th>Step</th>
<th>offline</th>
<th>online</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time(ms)</td>
<td>3000</td>
<td>1000</td>
</tr>
<tr>
<td>( \theta )</td>
<td>4.2</td>
<td>0.5</td>
</tr>
<tr>
<td>2</td>
<td>1.9</td>
<td>0.3</td>
</tr>
<tr>
<td>3</td>
<td>1.8</td>
<td>0.9</td>
</tr>
<tr>
<td>4</td>
<td>0.7</td>
<td>0.6</td>
</tr>
<tr>
<td>5</td>
<td>0.6</td>
<td>0.4</td>
</tr>
</tbody>
</table>

#### 7.1 Evaluation

Firstly, we compared our method to alternative SCAPE-based methods. Fig. 8 shows one sample frame result produced using our method and the one in [3]. The latter failed to correctly model the person’s right forearm because the corresponding depth data is disconnected due to self-occlusion. Both methods use preprocessing to initially determine shape parameters from a T-pose, then match the intrinsic body shape in the rest T-pose to the sampled frame data. The main difference lies in the approach to pose reconstruction: we use an LBS-based pose deformation model, while [3] utilizes linear regression deformation and the traditional SCAPE model [2]. As this comparison shows, our surface reconstruction process is more robust than the one in [3], especially in the presence of self-occlusion. This is mainly because our method reconstructs the pose using an LBS-based top-down tree representation, and does not treat the isolated left arm depth data as an outlier. A further, very significant, advantage of our system over the one in [3] is that our method takes just about 25 ms to reconstruct each pose, while the latter takes about an hour.

Secondly, a comparison was made with a skeleton-based character animation approach to realtime motion reconstruction from a single-view depth camera. This used skeleton extraction plus shape rigging [33]. Again, the intrinsic body shape built offline was used as the mesh for the given subject; the method in [33] was employed to automatically embed the skeleton in the intrinsic body shape. The online process used the Kinect SDK [1] to produce skeletal motion data as a basis for shape rigging to drive motion reconstruction in realtime. Although skeleton-based character animation can also produce a deformable mesh sequence, it has limitations. Firstly, motion accuracy is mainly determined by the skeleton extraction algorithm, which uses a model learnt from a pre-defined database. In particular, the skeleton for each frame is determined independently, and temporal coherence is not enforced. Secondly, alignment between the skeleton and the input depth data is not guaranteed; often the skeleton extraction algorithm does not output a skeleton accurately lying within the data. Thirdly, even if this were accurate, accuracy of the output mesh with respect to the depth data would still be affected by the rigging scheme. Finally, jitter and candy-wrapper problems would occur without taking any special precautions. A visual comparison between the results of our method and such a skeleton-based character animation approach is shown in Fig. 9. Accurate alignment between the skeleton and the data has been performed to obtain reasonable results. As expected, surface matching, jitter and candy-wrapper issues all arise in the skeleton-based method. Overall, the aims and output of skeleton-based character animation and our reconstruction are very different: our goal is an accurate surface model, while the former merely concentrates on capturing a sequence of skeletons (typically to drive animation of a different character). They should be seen as complementary rather than competing techniques.

Thirdly, we compared our method with the latest database approach [27] for the challenging 360° human rotation performance using the data provided by [27]. Existing approaches [18], [25], [26], [27] provide results with limited success, or even fail completely, as the depth data are very similar when the actor is facing the camera or has his back towards it. When using low-quality depth data, this results in unreliable pose recognition, even when based on database retrieval. Figure 10 shows that our Realtime SCAPE method can successfully handle such data. This is due to careful technical choices in our approach: (i) using SCAPE [2] as a basis gives us the advantage of SCAPE’s capability for robust single-view mesh completion, which guarantees that an acceptable entire surface of the human body is reconstructed even...
Fourthly, we evaluated the robustness of our method using ground truth data: see Fig. 11. Ground-truth for an animating subject was obtained from a deformation transfer approach [33], producing a sequence of dynamic closed-manifold body meshes. The motion capture process was simulated by creating an artificial depth map (with $320 \times 240$ resolution) from a single viewpoint. Our reconstruction approach aligned the intrinsic body shape to the depth images. These experiments demonstrated that the geometry and motion of the animating subject could be correctly reconstructed, without use of markers or user assistance. Quantitatively, the maximum $L_2$ distance error between the reconstructed meshes and the ground truth for all frames was about 0.03 units, while the average distance error for all frames was about 0.001 units, where the unit is the diagonal of the bounding box diagonal for the subject.

Fifthly, we compared our method to one based on cylindrical models with ICP tracking [20]. Figure 12 shows that our method works better; in this case the input data came from the Stanford EVAL dataset [29]. This is because of two reasons. Firstly, our SCAPE model more accurately models the human body than a set of cylindrical models. Secondly, constraints are used in our optimization framework to avoid artifacts. Figure 13 shows further results using the dataset from [20], again our approach produces better results.

Finally, we measured reconstruction accuracy on the
Fig. 11. Ground truth comparison for a synthetic full-body example. Above: input frame sequence. Below: depth images from two selected viewpoints, the reconstructed mesh and corresponding ground truth, match between the reconstructed mesh and ground truth, and color-coded $L_2$ distance error between the reconstruction and ground truth. The graph shows the maximum and average distance errors for each frame as a fraction of the diagonal length of the bounding box.

Fig. 12. Reconstructed poses from a sequence; data from [29]. Above: depth data and results using cylindrical models with ICP tracking for each frame. Below: depth data and results using our method, which shows better agreement.

Stanford EVAL dataset [29] for a set of depth sequences, including handstands, kicks, and sitting down on the floor. We evaluated tracking accuracy using joint accuracy, as described by [29]: we estimated 3D joint positions using our system, and compared these to the true joint positions provided in the dataset using motion capture markers. We counted a joint as detected correctly if the system estimated the 3D joint location to lie within 10 cm of the true joint location. Quantitative results are given in Fig. 14, showing accuracy histograms for all motion sequences (S0 to S7) for Human 0 in the dataset. For S0 to S6, about 82% accuracy was achieved by [29], while we achieved about 94% accuracy. However, for the more tricky example S7 involving a handstand, our approach failed to reconstruct accurate results, for reasons we shortly explain. In this example, our accuracy rate fell to 39%, worse than the 80% achieved by [29].

Fig. 13. Reconstruction of a sequence from [20]. Above: depth data and results for selected frames using the method in [20]. Below: depth data and results using our method.

Fig. 14. Tracking accuracy of the approach in [29] and our approach, for the Stanford EVAL dataset.
7.2 Discussion

The major advantage of our method over existing single view human shape completion methods such as [2], [3] is speed, while still producing high quality geometry. This is achieved by careful factoring of the computation. In preprocessing, intrinsic body shape parameters are precalculated, as are weights for the LBS representation. During online motion reconstruction, only transformation parameters remain to be determined. These can be found quickly via a linearized variational solution, as changes between neighboring frames are small.

However, our method has certain limitations. The prior template built by KinectFusion [8] requires sufficiently dense data to produce the initial static reference pose. An unsuitable template may result due to misalignments if the subject does not hold still during scanning, which takes about 30 s. This is a little long for comfort, but not unreasonable.

Clothing increases the difficulty of human body reconstruction. Fig. 15 shows reconstruction results for a female body with fairly tight fitting clothes; clearly a skirt or loose fitting clothing would be trickier to handle. With tight clothing Realtime SCAPE can reconstruct accurate poses and high-quality shapes. As the performers in the Stanford EVAL dataset [29] are dressed in such clothing, we can reconstruct good models for this data.

Fast and sudden motions, such as kicking (see Fig. 16), are potentially trickier to handle. Some such motions are present in the Stanford EVAL dataset [29]; for example, frames 274 and 275 in sequence S4 for Human 0 have large differences. In our approach, this mainly affects speed, as more iterations are needed to compute the transformation parameters (Eq. 7). Even so, surface reconstruction takes only about 35 ms per frame in this case.

The handstand examples, S6 and S7 in the Stanford EVAL dataset, present more serious challenges for our approach. S6 was correctly reconstructed, but our approach broke down for S7, as shown in Fig. 17. This is because if parts of the body are out of view for a period of time, and also undergo deformations, our assumption of smooth and continuous movement breaks down. This is an inherent limitation of single-view systems, in which some parts are invisible at any given moment.

We currently do not take any steps to prevent global self-intersection of the deforming meshes. Nevertheless, as the visual results show, our method can robustly reconstruct complex poses, mainly due to the suitability of the modified SCAPE model for guiding motion reconstruction. Avoiding self-intersections entirely would require an additional collision detection and avoidance step in motion estimation, which would add a significant computational burden in an online process.

Ultimately, the problem of full-body animation is very challenging. We believe, however, that our method has advanced the possibilities of what can be achieved with low quality depth data, providing a capability for dynamic human modeling in real time.

8 Conclusions

We have presented Realtime SCAPE, a markerless, automatic human full-body geometry and motion reconstruction method, using a single depth camera. The key to its success is that Realtime SCAPE uses two levels of decoupling. Firstly SCAPE decomposition allows intrinsic body shape to be determined offline, separately from pose estimation. Second, pose deformation based on linear blending skinning decomposes into problems of weight determination, again,
carried out offline, and transformation determination, computed online. The latter is formulated as a linear variation problem, providing realtime performance. We have demonstrated the speed and geometric plausibility of our method on a wide range of subjects with a variety of motions, achieving realistic reconstruction of dynamic motion with complete geometry in all except the most challenging cases.

Future work is needed to address reconstruction of animated human bodies with loose clothing. We also wish to evaluate our method in a multi-view setting where more of the body can be seen at the same or alternating time instances. Further plans include integrating a dynamic model to ensure stable motion estimates for occluded limbs and topology changes, more realistic deformation modeling by use of a more accurate skinning method, and a means to automatically reset the system after failures if it gets stuck in a local minimum.
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