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Abstract

There appears to be a fundamental inconsistency between research which shows that some minority groups consistently receive lower quality healthcare and the literature indicating that healthcare workers appear to hold equality as a core personal value. Recent evidence using Implicit Association Tests (IAT) suggests that these disparities in outcome may in part be due to social biases that are primarily unconscious. In some individuals the activation of these biases may be also facilitated by the high levels of cognitive load associated with clinical practice. However, a range of measures, such as counter-stereotypical stimuli and targeted experience with minority groups, have been identified as possible solutions in other fields and may be adapted for use within healthcare settings. We suggest that social bias should not be seen exclusively as a problem of conscious attitudes which need to be addressed through increased awareness. Instead the delivery of bias free healthcare should become a habit, developed through a continuous process of practice, feedback and reflection.
There is growing evidence that even when factors such as socio-economic background, educational attainment, and underlying conditions are controlled for, healthcare workers do not provide equivalent levels of care to patients of different social groups (Clark, 2009; Parliamentary Office of Science and Technology, 2007). The prevalence of this phenomenon is surprising given the literature that describes healthcare professionals as highly motivated individuals who explicitly endorse egalitarian goals such as fairness (Dall’Alba, 1998; Draper and Louw, 2007). However, recent studies have unveiled evidence that strongly suggests that non-conscious social biases are one of the causes of the persistence of the observed disparities in health care (Green et al., 2007; Sabin and Greenwald, 2012; Chapman et al., 2013). This evidence would explain, for example, the co-existence in individuals of consciously held anti-racist beliefs and explicitly endorsed egalitarian values at the same time as implicit negative affective evaluations and non-conscious stereotyping.

Many educators appear to characterise bias exclusively as a problem of ‘lack of awareness’ and therefore assume that raising awareness will be sufficient to solve the problem. For example, “programme effectiveness” has been evidenced by the finding that “[s]ensitizing programmes result in positive attitude change in students” and that “gender sensitizing courses may have an empowering effect on students themselves” (Verdonk et al., 2009). However, if, as recent literature suggests, attitudes and stereotypical representations, which are both automatic and unconscious, are one important cause of biased behaviours and judgements, cultural competence training and awareness raising alone will not inhibit
the activation of these processes or mitigate their effects on behaviours. This conclusion is supported by evidence indicating that individuals may have high levels of implicit social biases even when they have low levels of explicit bias (Devine et al., 2002; Greenwald and Nosek, 2008).

The primary problem is that exposure to an individual patient may trigger in a clinician an implicitly held stereotype or negative affective evaluation about a social group. For example, prejudices about chaotic lifestyle may be unconsciously activated by the recognition that a patient has a tattoo. These prejudices once activated may cause the healthcare professional to become concerned about treatment compliance, with the result that active treatment is less likely to be offered. It is also likely that the clinician would be unaware of what prompted the concern and be prone to construct a justification after the event. In some instances social biases will cause subtle changes in behaviour such as, for example, reduced eye contact, shortened consultation times and decreased probability of referral. In all such cases the clinicians concerned could be largely unaware of the stereotypes or negative affective evaluations that guide their interactions with patients and could be expected to deny any such biases if directly questioned. It should be noted that the influence of social biases on judgements and behaviour should be reduced in cases where the correct choice is evident or where there is time for the clinician to make a considered decision. Further, these considerations do not deny that explicit prejudice may exist in some healthcare professionals. Our present concern is with implicit social biases whose influence is additional to that of conscious prejudices and which can be present despite the absence of explicit biases.
Prompted by recognition of these issues, some new educational interventions have been developed which aim to mitigate the effects of unconscious or implicit biases in healthcare provision (Teal et al., 2010; Stone and Moskowitz, 2011; Hernandez et al., 2012; Gonzalez et al., 2014). These proposals, although welcome, suffer from serious limitations. They are ‘one shot’ interventions involving one dedicated classroom session whose purpose is to inform about biases, to induce acknowledgement from the participants that they themselves are likely to be to some extent biased, and to induce reflection on one’s experience of biased attitudes. In addition the intervention proposed by Stone and Moskowitz (2011) also would include information about effective strategies to mitigate stereotype activation.

Several features of these approaches militate against their effectiveness. Firstly, implicit processes are often highly contextualised, and like habits, are therefore difficult to dislodge without repeated intervention (Devine et al., 2012). For this reason, ‘one shot’ approaches especially when carried out in a classroom environment are unlikely to influence behaviour in clinical contexts. Secondly, any strategies to address implicit social biases, which are learnt in this manner, are unlikely to become themselves habitual as they are not re-enforced through continuous practice. As a result their application would require significant and prolonged, conscious effort on the part of the medical professional. Thirdly, the literature on implicit social bias indicates that individuals are more prone to socially biased decisions and behaviours when highly stressed or tired and when decisions need to be made quickly (Moskowitz, 2010). For example, cognitively depleted individuals have been shown to suffer from more pronounced implicit racial bias than their control group counterparts (Ma
et al., 2013). It would seem that a strategy that increases the cognitive load of individuals who already find themselves in a cognitively depleted situation will either not be adopted or if adopted may be counter-productive as it may make the practitioner more prone to social bias.

In this article, relying on the notion of habitual action, which involves intelligent and yet quasi automatic responses to situations, we propose that effective educational programmes to address implicit social bias in healthcare provision require the inculcation of new habits in medical students through a process of habituation. The process requires that learning about social bias and opportunities to practice unbiased action are embedded in the curriculum at all stages rather than being addressed in a few dedicated sessions. The process of habituation involves both critical reflection and the regular deployment (until they become second nature) of strategies which have shown to be efficacious in addressing implicit biases. We outline our proposal in the third and final section of this paper. In the first we explain in more detail the nature of implicit biases and some of their effects in healthcare provision, while in the second we offer a critical review of existing educational proposals intended to address implicit bias in medical students.

1. IMPPLICIT BIASES

Social biases can be held implicitly or explicitly. Implicit biases are somewhat unconscious and automatic in so far as they execute behaviour without the conscious intention of the agent. They are so-called because they are best measured by means of implicit measures such as Implicit Association Tests (IAT) tests. Explicit biases are more
consciously controlled (Devine, 1989) and can be investigated by measures such as verbal self-reports. Both kinds of biases are attitudes in the sense of this notion which is prevalent in social psychology. It is presently still unresolved whether implicit and explicit attitudes involve the same underlying representations. Their dissociation, however, is well established, so that individuals who explicitly only hold weakly negative attitudes toward a social group may be implicitly highly biased (Banaji and Heiphetz, 2010).

Implicit biases include stereotypes and negative affective evaluations toward a target social group. An implicit stereotype is usually seen as an unconscious schema or pattern of representations that associates members of given social groups with some set of characteristics that may or may not be prevalent among members of that group. Examples are black men and athleticism or women and lack of mathematical ability (Amodio and Devine, 2006). Implicit affective evaluations are positively or negatively valenced emotional states towards members of a given social group (Amodio and Devine, 2006). Recent studies show only a weak correlation between implicit stereotyping and implicit negative affective evaluations. Thus individuals in whom negative affective evaluations are easily triggered when encountering a member of a given social group may not have highly accessible stereotypes about that given group. Thus, whilst such individuals may engage in the sort of avoidance behaviour, such as avoiding eye contact, which is typically caused by unconscious negative affective evaluations, they may not be biased in their judgement if stereotypes about the given group are not activated (Amodio and Devine, 2006).

The above distinction between automatic (implicit) and controlled (explicit) processes is crucial in determining the educational activities which would be effective in reducing bias.
For example, if the problem is due solely to controlled processes, then educational activities which focus on raising levels of awareness in students and improving their ability to recognise equality and diversity issues should be effective in reducing this kind of bias. However, if the problem is primarily due to automatic or unconscious processes, then such measures would be expected to be ineffective at best and likely to worsen performance because cognitively depleted individuals are likely to be more implicitly biased (cf., Ma et al., 2013) and because attempts to redress explicit negative attitudes have been shown in some cases to amplify inadvertently negative implicit attitudes toward the target group by activating stereotypes (Tinkler, Li & Mollborn, 2007).

2. EXISTING INTERVENTIONS

Outside the area of healthcare some of the most prominent recommended strategies to avoid implicit bias involve engaging controlled processes by avoiding tiredness and stress and by slowing down decision making. They also include isolation strategies such as anonymising resumes or introducing ‘blind’ auditions in hiring decisions (Rooth, 2007, Goldin and Rouse, 2000). However isolation strategies are unhelpful in a medical context where the patient’s gender and ethnicity are important considerations in the decision making process. In addition, recommendations to slow down and avoid tiredness and stress may not always be practicable in a clinical context.

Most existing educational proposals in a healthcare context have therefore focused on encouraging students to take the IAT test for themselves and subsequently to engage in small group discussions on the nature of implicit biases (Teal et al., 2010; Hernandez et al.,
The authors of these programmes recognise the modest efficacy of these educational interventions. They also acknowledge the risks of meeting resistance, as clinicians are likely to react negatively to being labelled ‘biased’. In addition, as noted above, the very nature of implicit bias means that increased awareness in itself would not be expected directly to mitigate bias and that change can only be effected through repeated conscious practice. However, despite recent studies that suggest that biases are more malleable, and responsive to self-regulatory change, than was previously thought (Monteith et al., 2009), it is unlikely that students would maintain the required motivation continually to self-monitor their behaviour for dissonance between consciously endorsed egalitarian values and non-conscious prejudiced stereotypes after one information session and discussion group. In addition, even those students who may become motivated as a result of this session are likely to see such motivation wither away under the stress of real life clinical practice. Finally, if the attempt to regulate prejudicial behaviour is carried out consciously, it may increase the cognitive load of the clinician and will, as a result, interfere with their ability to make accurate assessment of the situation. For all of these reasons, interventions that focus on self-regulation strategies linked to changes to automatic, non-conscious processes that control stereotype activation are to be preferred.

More promising is the growing psychological literature on how to use non-conscious processes to inhibit stereotype activation or to mitigate its effects. One for example, is the strategy of developing associations between members of stereotyped groups and egalitarian goals promoting equality and fairness. Thus students are encouraged to approach every encounter with patients who are members of underprivileged or stereotyped social groups as
an opportunity to re-enforce and act out their avowed commitment to these values. This strategy holds promise because there is significant evidence that if egalitarian goals or the goal to be creative become chronically highly accessible they become automatically activated in situations of interaction with members of stereotyped social groups. Their activation, which happens without the conscious intention of the agent, inhibits or at least dampens that activation of the stereotype (Moskowitz and Li, 2011). In these cases as the self-regulation happens through the deployment of automatic processes, it is not likely to increase further the cognitive load under which the health care professional is working.

3 HABITUATION

There is empirical evidence that such non-conscious goal pursuit is possible as a form of habitual action (Aarts, 2007). Goals can become chronically accessible so that they are automatically triggered by given situations. Further, when behaviour directed at the pursuit of these goals has become habitual, the unconscious activation of the goal automatically triggers processes responsible for the execution of behaviour instrumental to achieving these goals (Aarts et al., 1998; Snow, 2010). The formation of these habits requires a long training period when subjects consciously decide to pursue the relevant goal and select the most effective action in the circumstances to achieve it. With practice the goals come to be activated non-consciously and their activation brings in its trail the execution of the relevant action.

It might be worth repeating that the process of making egalitarian goals chronically accessible requires conscious effort over a period of time. It is only after this process of
habituation that egalitarian goals can become automated and be triggered by the mere presence of a target group. Thus, whilst the desired outcome is to use non-conscious processes to mitigate implicit biases, habituation requires the deployment of controlled processes during the learning period.

At the core of our proposal lies the idea that actions and attitudes directed at the pursuit of egalitarian goals can become habitual in this way. The development of these habits involves strengthening one’s commitment to egalitarian goals until these goals become chronically highly accessible in many different situations. In this manner these goals are activated when situations, which would have previously led instead to activation of stereotypes, are encountered. In a word, the aim is to substitute biased unconscious processes with processes that would be equally unconscious and automatic, but directed toward egalitarian goals. Old biased habits would thus be replaced by new egalitarian ones (Webber, forthcoming).

A key concept here is not to see clinician/patient interaction as a simple exchange of information but rather as equivalent to the complex and fast moving interactions of a high level sport or dance. This viewpoint emphasises that it is not enough to understand a dance or sport, without expertise developed through years of practice, performance will inevitably be poor (Ericsson, 2014). This leads to a clear distinction between education as the acquisition of specific knowledge, skills and attitudes through a series of targeted educational interventions and education as personal transformation through purposeful experience and practice and personal commitment to change.
In practical terms, during a routine consultation, a clinician asks questions, evaluates answers, records a summary and responds appropriately to any expressed emotions, whilst being regularly interrupted. If, when dealing with a patient from a minority group, the clinician attempts to consciously monitor their own verbal content for stereotypical language, it is likely that the additional workload will cause them to reduce eye contact, fail to ask relevant questions or to miss crucial information. In some cases, the extra workload might be enough to allow the patient to realise that the clinician is behaving abnormally. Therefore, the very act of trying to remain unbiased becomes the source of biased behaviour. Our suggestion is instead that clinicians should develop their clinical routines to the point where they are so automated that when faced with an individual from a minority that they don’t need to consciously adapt their interactions, and therefore treat all patients fairly.

There are several reasons to see the creation of new habits as a more effective approach to addressing the issues raised by the influence of stereotypes and attitudes on judgement and behaviour than the more traditional awareness raising approach. Firstly, the deployment of some conscious strategies to inhibit stereotype activation has been shown to be less effective in situations of high cognitive load (Galinsky and Moskowitz, 2007). In contrast, habits are much more likely to be accessible in the clinical environment with its associated high levels of workload (Byrne, 2011; Byrne et al., 2013). Secondly, the conscious deployment of strategies to undermine bias may be prone to errors of overcompensation and might even impair clinical judgement (Stone and Moskowitz, 2011). Thirdly, there is some evidence that conscious strategies to inhibit stereotype activation unwittingly hinder
thinking of these situations as opportunities to confirm one’s commitment to equality and fairness (Monteith et al., 2009) as they focus on avoiding undesirable behaviour.

The educational intervention we advocate is a programme of habit formation. It would involve multiple small interventions taking place at regular frequent intervals at every stage of the curriculum, rather than ‘one shot’ information and training sessions. That is, we do not advocate significant additions to existing curricula, but rather a shift in the focus of existing clinical encounters at all stages of the curriculum. Initially the programme would seek to re-enforce and deepen the commitment to the egalitarian values widespread among healthcare professionals at the start of their education. At this stage the focus would be to help students to avoid seeing the values they hold as truisms (Maio and Olson, 1998) and to assist them in the process of articulating reasons in support of these values. Students would be asked to reflect on their motivations for embarking on a career in the healthcare professions, and explain the values underpinning their decisions. The process of developing cognitive support in favour of one’s values is intended to make these values more stable over time and across different situations.

Subsequently, the programme would involve numerous opportunities to develop novel associations between encounters with members of stereotyped groups and egalitarian goals until such encounters no longer activate negative stereotypes and affective evaluations. For example, these associations could be built into the clinical vignettes used to test trainee’s medical knowledge. Such vignettes could portray counter-stereotypical members of minority groups, or the narrative accompanying the vignette could help the healthcare professional to
see things from the perspective of a member of a minority group. In addition, the
programme may involve the introduction of decision making aids, such as triggered prompts
or treatment algorithms, which could also play a role in the modification of behaviour,
although we recognise that this approach has yet to be properly investigated.
As part of the programme students would also be educated about implicit biases such as
stereotypes and negative affective evaluations, be encouraged to sit an IAT test, and
educated about some of those strategies that have been found to be effective to mitigate
bias. However, we would advocate a focus especially on those strategies that make
egalitarian goals more accessible, such as associating minority groups with egalitarian goals
and taking the perspective of individuals belonging to these groups (Stone and Moskowitz,
2011). An example could be the creation of opportunities to get to know specific drug users
so that one may have a better understanding of their experiences as seen from their
perspective. This strategy may also induce counter-stereotypical thinking so that the word
‘drug user’, for example, triggers the concept of ‘Paul at the homeless shelter’ instead of
‘dangerous criminal’. What is crucial is that students are not merely informed of the
existence of these strategies but offered opportunities on a regular basis to practice and get
feedback on their behaviour during a variety of authentic patient interactions. In other
words, what is required is the creation within the curriculum of opportunities for students to
develop and practice habitual egalitarian attitudes and behaviour. Creating such
opportunities would involve increasing exposure of students to members of minority groups
so that they are encountered on a regular basis. It would also be helpful to present students
with examples of members of minority groups that do not fit the stereotypes (Devine et al., 2012).

The goal is that by the end of the curriculum, egalitarian goals have become chronically accessible so as to facilitate the inhibition of implicit bias in a bottom-up and automatic fashion. In addition, the programme will inculcate a conception of medical education as a commitment to a lifelong process of personal transformation through purposeful practice and critical self-evaluation rather than as the acquisition of specific knowledge and skills.

In conclusion, what we advocate is the integration of situations that require the re-affirmation of egalitarian goals and the performance of actions instrumental to achieving unbiased healthcare throughout clinical curricula. In combination with education in anti-bias strategies, targeted feedback and the opportunity to reflect, the aim would be to develop clinicians who deliver unbiased healthcare through practiced habit. ²
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