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Abstract

This paper is concerned with the numerical solution of high-dimensional Fokker-Planck equations related to multi-dimensional diffusion with polynomial coefficients or Pearson diffusions. Classification of multi-dimensional Pearson diffusion follows from the classification of one-dimensional Pearson diffusion. There are six important classes of Pearson diffusion - three of them possess an infinite system of moments (Gaussian, Gamma, Beta) while the other three possess a finite number of moments (inverted Gamma, Student and Fisher-Snedecor). Numerical approximations to the solution of the Fokker-Planck equation are generated using the spectral method. The use of an adaptive reduced basis technique facilitates a significant reduction in the number of degrees of freedom required in the approximation through the determination of an optimal basis using the singular value decomposition (SVD). The basis functions are constructed dynamically so that the numerical approximation is optimal in the current finite-dimensional subspace of the solution space. This is achieved through basis enrichment and projection stages. Numerical results with different boundary conditions are presented to demonstrate the accuracy and efficiency of the numerical scheme.

1 Introduction

The Pearson one-dimensional diffusions defined by linear drift and quadratic squared diffusion coefficient and their ergodic distribution (Gaussian or Gamma
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or Beta or inverted Gamma or Student or Fisher-Snedecor) satisfies famous Pearson equation (2). The latter three are known as heavy-tailed distributions. It is interesting to note that all of these distributions arise in the theory of classical orthogonal polynomials (with respect to these distributions) in which the systems of orthogonal polynomials are infinite for the first three cases and finite for the heavy-tailed distributions. Their applications can be found in many areas of research such as physical and chemical sciences, engineering, rheology, environmental sciences and financial mathematics.

One possible multidimensional generalization of this class of Pearson diffusions is to consider the high-dimensional FPE with polynomial coefficients. However we restrict our attention to the case when drift is a linear function and squared diffusion has a quadratic form. Applications of such type of models with square diagonal diffusion matrix arise for example in financial mathematics, see Shaw [217], Chen Scott [3]. The case becomes much more difficult when square diffusion matrix has full structure since according to the theory instead of classical orthogonal polynomials we have to use their non-commutative analogous, which are matrix-valued. This problem also links to the polynomial solutions of the hypergeometric equations with matrix-valued coefficients where even classification of these orthogonal polynomials is not a trivial task, see Durn and Grünbaum [11],[12]. However bivariate diffusions with non-diagonal matrix have been considered in Shreve [37] wherefore Ornstein-Uhlenbeck (O-U) case the solution is given by using orthogonal transformation which reduces the problem to diagonal case. In Cox-Ingersoll-Ross (CIR) and other problems solutions are not available to the best of our knowledge. Thus, developing numerical methods to these cases seems to be very important task. In this work we only consider the case when square diffusion matrix has a diagonal form for all the Pearson diffusions.

Transient numerical solutions of the one-dimensional FPEs related to Pearson diffusions in the six cases mentioned above for different classifications of the boundary conditions were presented in Leonenko and Phillips [24].

Various discrete time simulation methods have been developed over the years for solutions of one and multi-dimensional stochastic differential equations related to Pearson diffusions. For the most part, investigations have concentrated on solutions for the first three classes, i.e O-U, CIR and Jacobi processes (see Birge and Linetsky [8]). However, analytical investigations and computations for diffusions with so-called heavy-tailed ergodic distributions are more difficult to perform and in the multi-dimensional case have not been attempted. The simulation of solutions of some stochastic differential equations can be problematic due to systematic errors (for example resulting from the discretisation in time) and numerical instabilities. For instance, the diffusion coefficient function could be non-Lipschitz (its derivative becomes infinite as $x$ tends to 0). Another problem with the simulation of SDEs may be the lack
of sufficient numerical stability of the chosen scheme. Also, for theoretically strictly positive processes it is often not acceptable to use discrete time simulation methods that may generate negative values. This problem however, can be solved, in some cases, by a transformation of the initial SDE, via the Ito formula, to a process which lives on the entire real axis. In general, it is a challenging task to obtain efficiently a reasonably accurate trajectory of the square root process using simulation. This has been discussed in the literature below using the balanced implicit method introduced by Milstein et al. [28], the adaptive Milstein scheme [20] and the balanced Milstein method [1], for example. Discretisation schemes dedicated to square root diffusions have also been studied in recent years by Alfonsi [2], Kahl and Schurz [21] and Andersen [6].

In this paper we consider multi-dimensional FPEs related to Pearson diffusions which potentially have number of advantages. First of all the solution of a FPE gives us the exact density, instead of just simulating the path of a stochastic process. Second, we do not need to deal with the problem of negativity of the square root in the diffusion term, see discussion in Leonenko and Phillips [24]. Third, application of spectral numerical techniques provide us with accurate solutions which can be calculated very efficiently using a relatively small number of discretisation points.

Needless to say the FPE (forward Kolmogorov equation) is one of the most fundamental equations in physics and plays an important role in every area of science. However, despite of this importance there remains many unresolved analytical and numerical problems. Analytical solutions of the FPEs are available for only a few special cases. Numerical solutions are possibilities but pose formidable challenges. Various numerical methods like the path integral method [29,22], Galerkin method, finite element method, finite difference method and multi-scale finite element method have been developed to solve the Fokker-Planck equation.

In this paper an adaptive reduced basis approximation to the FPE is constructed using an efficient separation of variables technique. The method was introduced by Ammar et al. [4,5] in the context of the finite element method and further were developed by Leonenko and Phillips [23] in the context of high-order spectral approximations. This approach based on singular value decomposition (SVD) and gives us efficient basis reduction since it provides a mechanism for retaining only those basis functions that contain the most representative information of the solution in the numerical approximation. Therefore, the method allows us to reduce the number of degrees of freedom. The novelty of this work is in the use of spectral approximations combined with a dynamic construction of the basis to achieve optimal approximations in a least squares sense of the multi-dimensional FPEs related to Pearson diffusions.
The paper is organized in the following way: after introduction in the second section high-dimension FPE and eigenvalue problem is presented with the classification. In the third section the adaptive reduced basis approximation for two-dimension case is introduced which involves two stages (projection and enrichment). In the forth section this approach is extended for d-dimension case of the FPE. Fifth section is devoted to the numerical and comparison results for each of the six cases followed by discussion section.

2 High-dimension Fokker-Planck representation

In this paper we investigate Pearson-like diffusions in high-dimensions using the reduced basis method. Thus, we consider the following FPE:

$$\frac{\partial p(x,t)}{\partial t} = -\sum_{i=1}^{d} \frac{\partial}{\partial x_i} a(x)p(x,t) + \frac{1}{2} \sum_{i=1}^{d} \sum_{j=1}^{d} \frac{\partial^2}{\partial x_i \partial x_j} (\sigma_{ij}(x)) p(x,t)$$  \hspace{1cm} (1)

where $p(x,t) = p(x; x_0, t)$ is the transition density of the corresponding d-dimensional Markov process with the linear drift: $a(x) = (a(x_1), ..., a(x_d))$ and the quadratic square diffusion term: $D = (\sigma_{ij}(x))_{1 \leq i, j \leq d} = \Sigma x, x >$ is a symmetric and non-negatively defined $d \times d$ matrix where $\sigma(x) = 2d(x)$,

Pearson [33] classifies invariant densities $m(\cdot)$ of the one-dimensional eq. (1) using the following differential equation

$$\frac{m'(x)}{m(x)} = \frac{a(x) - d'(x)}{d(x)} = \frac{(a_1 - 2b_2)x + (a_0 - b_1)}{b_2x^2 + b_1x + b_0} = \frac{q(x)}{d(x)} \quad x \in \mathbb{R}, \hspace{1cm} (2)$$

where $q(x)$ and $d(x)$ are linear and quadratic functions, respectively. It seems appropriate to call this important class of processes, Pearson diffusions.

A classification of Pearson diffusions (Forman, Sørensen[14]) in terms of six basic sub-families may be achieved using criteria based on the degree, $\deg(d)$, of the polynomial $d(x)$ appearing in the denominator of the Pearson equation (2) and the sign of the leading coefficient $b_2$. The discriminant $\Delta(d)$ in the quadratic case is $\Delta(d) = b_1^2 - 4b_2b_0$.

The classification for the multi-dimensional case can be written as:

$$\frac{q_i(x_i)}{d_i(x_i)} = \frac{a_{1,i}x_i + a_{0,i}}{b_{2,i}x_i^2 + b_{1,i}x_i + b_{0,i}} \quad x_i \in \mathbb{R}, \quad i = 1, ..., d. \hspace{1cm} (3)$$

The classification below is for the one-dimensional case, but in our work we extend it to the corresponding d-dimensional FPE. Introducing classes of multi-dimensional diffusions where each linear function $q_i$ in the numerator and
quadratic function $d_i$ in denominator belongs to the classification scheme of one-dimensional Pearson diffusion for $i = 1, \ldots, d$ (see Forman and Sørensen [14]).

The six cases can be described in the following way:

1. Ornstein-Uhlenbeck: $\deg(d) = 0$; invariant density is normal.
2. CIR diffusion: $\deg(d) = 1$; invariant density is gamma.
3. Jacobi diffusion: $b_2 < 0; \deg(d) = 2; \Delta(d) > 0$; invariant density is beta.
4. Fisher-Snedecor diffusion: $b_2 > 0; \deg(d) = 2; \Delta(d) > 0$; invariant density is Fisher-Snedecor.
5. Reciprocal gamma diffusion: $b_2 > 0; \deg(d) = 2; \Delta(d) = 0$; invariant density is reciprocal gamma.
6. Student diffusion: $b_2 > 0; \deg(d) = 2; \Delta(d) < 0$; invariant density is Student.

In general, the solution of eq. (1) is a challenging problem. However, for a diagonal matrix $D$ (this means that the Brownian motions of the multidimensional diffusions are independent) one can proceed further. For simplicity we consider the situation where the eigenvalue problem has a pure discrete spectrum.

Recall that the Itô stochastic differential equivalent equation is of the form

$$dX_t = a(X_t)dt + \sqrt{\sigma(X_t)}dB_t, \ t \geq 0,$$

where $B = (B_t^{(i)}, i = 1, \ldots, d)$ is a $d$-dimensional Brownian motion and

$$\mu(x) = (\mu(x_i), i = 1, \ldots, d)$$

is a $d \times 1$ Borel measurable vector and $\sqrt{\sigma} = (\sqrt{\sigma_{ij}(x)})_{1 \leq i,j \leq d}$ is a $d \times d$ Borel measurable positive definite matrix.

We assume that the coefficients of the diffusion satisfy the Lipschitz and growth conditions:

(i) there exist constants $C_1$ and $C_2$ such that for all $x$ and $y$

$$\|a(x) - a(y)\| + \left\|\sqrt{\sigma(x)} - \sqrt{\sigma(y)}\right\| \leq C_1 \|x - y\|, \quad (5)$$

and

$$\|a(x)\| + \left\|\sqrt{\sigma(x)}\right\| \leq C_2(1 + \|x\|), \quad (6)$$

where $\|\sqrt{\sigma(x)}\| = \sqrt{\sum_{i=1}^{d} \sum_{j=1}^{d} \sigma_{ij}^2(x)}$ and $\|a(x)\| = \sqrt{\sum_{i=1}^{d} a_i^2(x)}$.

Under these considerations, the SDE (4) has a unique strong solution. Note that these conditions hold in most of the cases. Otherwise (for instance Jacobi
diffusion) we have to use some other conditions, (see Gihman and Skorohod [17]), or interpret solutions in a weak sense and ergodicity follows from the Feller conditions under the assumption of the parameters chosen below, (see Bibby et al.[7]).

Let us consider the infinitesimal generator

\[ Gf = \frac{1}{2} \sum_{i,j=1}^{d} \sigma_{ij}(x_{ij}) \frac{\partial^2 f}{\partial x_i \partial x_j} + \sum_{i=1}^{d} a(x_i) \frac{\partial f}{\partial x_i}, \]

on the set \( E = \{ f \in L^1(\mathbb{R}^d) \cap C^2_b(\mathbb{R}^d) : Gf \in L^1(\mathbb{R}^d) \} \), where \( C^2_b(\mathbb{R}^d) \) denotes the set of all twice differentiable bounded functions whose derivatives of order \( \leq 2 \) are continuous and bounded.

Note that the infinitesimal generator of \( X_t \) is defined to act on suitable functions \( f : \mathbb{R}^d \to \mathbb{R} \)

\[ Gf(x) = \lim_{t \downarrow 0} \frac{E^x[f(X_t)] - f(x)}{t}. \]  

(7)

If \( v \in C^2_b(\mathbb{R}^d) \) then equation (1) has in any time interval \([0, T]\) a unique classical solution which satisfies the initial condition \( p(x, 0) = v(x) \), and this solution and its spatial derivatives up to order 2 are uniformly bounded on \([0, T] \times \mathbb{R}^d \). [17,32]

From the Gauss-Ostrogradski theorem it follows that the integral \( \int p(x, t)dx \) is constant. Let \( P(t) \) be a Markov semigroup, that is \( P(t)v(x) = p(x, t) \) for \( v \in C^2_b(\mathbb{R}^d) \) and \( t \geq 0 \), since the operator \( P(t) \) is a construction on \( L^1(\mathbb{R}^d) \).

We have \( P(t) \left( C^2_b(\mathbb{R}^d) \right) \subset C^2_b(\mathbb{R}^d), \; t \geq 0 \).

According to Proposition 1.3.3. in Griffiths, Spano [18] the closure of the operator \( G \) generates the semigroup \( \{ P(t) \}_{t \geq 0} \). The adjoint operator \( \{ P^*(t) \}_{t \geq 0} \) forms a semigroup on \( L^\infty(\mathbb{R}^d) \) given by the formula

\[ P^*(t)g(x) = \int_{\mathbb{R}^d} g(y) P(t, x, dy), \; g \in L^\infty(\mathbb{R}^d), \]  

(8)

where \( P(t, x, A) \) is the transition probability function of the diffusion process \( X_t \), i.e.

\[ P(t, x, A) = P\{X_t \in A\} = \int_A p(x, t)dx. \]  

(9)

In the case where Brownian motions \( B^{(i)}_t, \; i = 1, \ldots, d \), are independent or the matrix \( D \) is diagonal, we take \( X_t = (X^{(i)}_t, \; i = 1, \ldots, d) \), where \( X^{(i)}_t \) is a one-dimensional independent diffusion. The infinitesimal generator and its eigenvalue spectral problem reduces to the eigenvalue problems of generators \( G_i \) of each one-dimensional diffusion \( X^{(i)}_t, \; t \geq 0, \; i = 1, \ldots, d \).
The corresponding eigenvalue problem for a generator of multidimensional diffusions $G = (G_1, \ldots, G_d)$ has a hypergeometric form

$$G_i f_{n_i}^{(i)} + \lambda_{n_i}^{(i)} f_{n_i}^{(i)} = 0, \quad i = 1, \ldots, d, \quad (10)$$

for a multi-index $n = (n_1, \ldots, n_d) \in \mathbb{Z}_+^d$. The eigenfunctions have a product form:

$$f_n = f_{n_1} \times \ldots \times f_{n_d},$$

and eigenvalues $\lambda_n^{(i)} = \lambda_{n_1}^{(i)} + \ldots + \lambda_{n_d}^{(i)}$, where for $i = 1, \ldots, d$,

$$\lambda_0^{(i)} < \lambda_1^{(i)} < \ldots \lambda_l^{(i)}, \quad \lim_{l \to \infty} \lambda_l^{(i)} = \infty.$$ 

Note that in this case the ergodic measure is formed of product of components: $\mu = \mu_1 \times \cdots \times \mu_d$, and we denote $m(x)$ its Radon-Nikodym derivatives.

Then, the spectral representation of the transition density of the multidimensional diffusion with the linear drift and quadratic square diffusion takes the following form in the case of a pure discrete spectrum:

$$p(x; x_0, t) = m(x) \sum_{n \in \mathbb{Z}_+^d} e^{-\lambda_n^{(i)} t} f_n(x) f_n(x_0), \quad (11)$$

where $p(x; x_0, t) = \frac{\partial}{\partial x} P(X_t \leq x \mid X_0 = x_0)$. Thus, for example, in the Hermite case $f_n(x) = H_{n_1}(x_1) \times \cdots \times H_{n_d}(x_d)$ is a product of corresponding one-dimensional orthogonal polynomials. Similar expressions can be written down for Laguerre and Jacobi polynomials. The situation for heavy-tailed multidimensional diffusions is very complicated due to the difficulties related to the continuous part of the spectrum.

Note, that in this case the classification of the boundary points is similar to the one-dimensional case (see Meerschaert [27], Leonenko Phillips [24]). Classical results for the Feller classification can be found in Ito and McKean [19] and for the oscillatory/non-oscillatory and Weyl’s limit-point/limit-circle classifications in Fulton et al. [15].

3 Numerical approximation of the Fokker-Planck equation

In this section we present a spectral approximation to the solution of the $d$-dimensional FPE (1) by expressing $p(x, t)$ in terms of a reduced basis approximation. Thus, we consider the FPE (1) for the conditional density, $p(x, t)$, of the variable $X_t = x \mid X_{t_0} = x_0$ of the corresponding homogeneous Markov process with the state space, $\Omega$, that is, for any initial $x_0$, $t_0$, with the initial condition

$$p(x, t)_{|t=t_0} = \delta(x - x_0). \quad (12)$$
However, using the definition of the conditional probability one can see that it is also valid for \( p(x, t) \) with the initial condition

\[
p(x, t) |_{t=t_0} = p(x, t_0)
\]  

(13)

which is less singular than (12). In other words, the numerical solution is not sensitive to the choice of initial condition and therefore we can choose the initial condition to be any integrable function in \( \Omega \).

The domain \( \Omega \subset \mathbb{R}^d \) is transformed into the computational domain \([-1, 1]^d\) using the mapping

\[
x_{i,\text{new}} = \frac{2x_i}{L} - 1, \quad x_{i,\text{new}} \in [-1, 1], \quad i = 1, \ldots, d.
\]

To simplify notation we drop the ‘new’ subscripts for \( x \).

The weak formulation of the equation (1), after the time derivative has been approximated using the backward Euler scheme, is

\[
\int_{\Omega} p^* \left( \frac{p(x, t^{n+1}) - p^n(x, t^n)}{\Delta t} \right) \, d\Omega + \sum_{i=1}^{d} \int_{\Omega} p^* \frac{\partial}{\partial x_i} [a_i(x)p(x, t^{n+1})] \, d\Omega \\
- \frac{1}{2} \sum_{i=1}^{d} \sum_{j=1}^{d} \int_{\Omega} p^* \frac{\partial^2}{\partial x_i \partial x_j} \left[ \sigma_{ij}(x)p(x, t^{n+1}) \right] \, d\Omega = 0
\]

(14)

for all test functions \( p^* \) in some appropriate function space. In equation (14), \( \Delta t \) is the time step and \( t^n = n \Delta t \).

The approximation to the solution of this problem is sought in the form

\[
p(x, t^{n+1}) = \sum_{j=1}^{J} \alpha_{j}^{n+1} g_{j}^{(n+1)}(x_1) \times \cdots \times g_{j}^{(n+1)}(x_d),
\]

(15)

where the basis functions corresponding to each of the \( d \) independent variables \( x = (x_1, \ldots, x_d) \), have the form

\[
g_{j}^{(n+1)}(x_l) = \sum_{k=1}^{N-1} g_{j,k}^{l} h_k(x_l), \quad l = 1, \ldots, d,
\]

and \( g_{j,k}^{l} = g_{j}^{l}(\xi_k) \) are coefficients which are determined in the enrichment stage. In the case of an approximation of degree \( N \), the interpolating polynomials \( h_k \) are defined by

\[
h_k(\xi) = -\frac{(1 - \xi^2) L_N'(x)}{N(N + 1)L_N(\xi_k)(\xi - \xi_k)}
\]

(16)
where \( L_N(x) \) is the Legendre polynomial of degree \( N \) and \( \xi_k, 0 \leq k \leq N \) are the Gauss-Lobatto Legendre (GLL) nodes. The polynomials \( h_k(\xi) \) satisfy the Kronecker delta property \( h_k(\xi_j) = \delta_{kj} \). The entries of the Legendre collocation differentiation matrix, \( \hat{D}_N \), are given explicitly by

\[
(\hat{D}_N)_{j,k} = h'_k(\xi_j) = \begin{cases} 
\frac{L_N(\xi_j) - \frac{1}{L_N(\xi_k)} \frac{1}{\xi_j - \xi_k}}{(N+1)N} & j \neq k \\
\frac{-(N+1)N}{4} & j = k = 0 \\
\frac{N+1}{4} & j = k = N \\
0 & \text{otherwise.}
\end{cases}
\]

(17)

The corresponding test function is:

\[
p^*(x, t^{n+1}) = \sum_{j=1}^{J} \alpha_j^{n+1} g_j^{1,n+1}(x_1) \times \cdots \times g_j^{d,n+1}(x_d).
\]

(18)

For simplicity we drop the superscript \( n + 1 \) on \( \alpha_j \) and \( g_j(x) \) for \( j = 1, \ldots, J \).

As a result of the separation of variables (15), the integral of \( p \) over configuration space \( \Omega_x \) can be expressed as the product of \( d \) one-dimensional integrals

\[
\int_{\Omega_x} p(x) \, dx = \sum_{j=0}^{\infty} \alpha_j \left( \prod_{l=1}^{d} \int_{-1}^{1} g_j^l(x_l) \, dx_l \right).
\]

To evaluate each of the one-dimensional integrals we use the Gauss quadrature rule

\[
\int_{-1}^{1} f(\xi) \, d\xi \simeq \sum_{j=0}^{N} f(\xi_j) w_j^N,
\]

(19)

where \( \xi_j, 0 \leq j \leq N \), are the GLL nodes and the weights, \( w_j^N \), are defined by

\[
w_j^N = \frac{2}{N(N+1)(L_N(\xi_j))^2}.
\]

(20)

The procedure for determining the numerical approximation comprises two stages. We iteratively construct basis functions \( g_j^l(x_l), l = 1, \ldots, d \) with an optimal rank \( J \) [23]. In the projection stage, the values of \( \alpha_j \), \( j = 1, \ldots, J \), are computed. This is followed by an enrichment of the basis by calculating additional basis functions \( g_{J+1}^l(x_l), l = 1, \ldots, d \), in the enrichment stage. This method proceeds in an iterative manner until convergence is obtained. Convergence is obtained once the absolute value of \( \alpha_J \) falls below some prescribed tolerance [23].
3.1 Projection Stage

The purpose of the projection stage is to compute the coefficients $\alpha_j$, $j = 1, \ldots, J$, in the reduced basis representation for $p_N$ in (15). In this stage, the basis functions $g^l_j(x_l)$, $j = 1, \ldots, J$, $l = 1, \ldots, d$, are known. Thus, inserting the approximation (15) into the weak formulation of the problem (14) and simplifying the result yields the linear system

$$M\alpha = \mathbf{v},$$

(21)

where $M$ is the diagonal matrix with entries

$$M_{i,i} = 1 + \Delta t \left\{ \sum_{k=1}^{d} (g^k_i)^T A g^k_i \right\}$$

(22)

and the entries of the vector $\mathbf{v}$ are given by

$$v_i = \sum_{j=1}^{J} \alpha_j \prod_{k=1}^{d} (g^k_i)^T B g^k_{i,n}$$

(23)

The $N \times N$ matrices $A$ and $B$ are defined by

$$A_{m,n} = -w_m a_n(x)(\hat{D}_N)_{m,n} + \frac{1}{2} \sum_{l=1}^{N} \sigma_{ll}(x) w_l(\hat{D}_N)_{l,m}(\hat{D}_N)_{l,n},$$

(24)

$$B_{m,n} = w_m \delta_{m,n},$$

(25)

respectively.

The basis functions $\{g^d_l\}$ are constructed to be $B$-orthonormal i.e.

$$g^d_i B g^d_j = \delta_{i,j}$$

where $\delta$ is the Kronecker delta. Therefore, the matrix $M$ is a diagonal matrix.

3.2 Enrichment Stage

In this stage, the basis functions $g^1_j(x_1), \ldots, g^d_j(x_d)$ and coefficients $\alpha_j$, $j = 1, \ldots, J$, are known. The basis is enriched by adding an additional basis function $r^1(x_1) \ldots r^d(x_d)$. The approximation is then written in the form

$$p(x, t^{n+1}) = \sum_{j=1}^{J} \alpha_j g^1_j(x_1) \ldots g^d_j(x_d) + r^1(x_1) \ldots r^d(x_d).$$

(26)
The corresponding test function in this stage has the following representation
\[ p^*(x, t^n) = r^1(x_1) \cdots r^d(x_d) + \cdots + r^1(x_1) \cdots r^d(x_d). \] (27)

The structure of \( r^1(x_1), \ldots, r^d(x_d) \) is the same as for \( g^1(x_1), \ldots, g^d(x_d) \), respectively. Inserting (26) and (27) into (14) yields the nonlinear problem
\[ v_1(r^1, r^2, \ldots, r^d) + Z(r^1, r^2, \ldots, r^d) \begin{bmatrix} r^1 \\ r^2 \\ \vdots \\ r^d \end{bmatrix} = v_2(r^1, r^2, \ldots, r^d). \] (28)

This system is of dimension \( N \times d \) and must be solved using a suitable iterative scheme. The simplest scheme which also turns out to be robust is the so-called alternating direction, fixed-point algorithm. Each iteration consists of \( d \) steps that are repeated until convergence is reached and the fixed point has been found.

We present this algorithm in the case when \( d = 2 \). In this case the \( 2N \times 2N \) matrix \( Z \) can be partitioned as follows
\[ Z(r^1, r^2) = \begin{bmatrix} A(r^2)^T B r^2 & Br^1(r^2)^T A \\ Br^2(r^1)^T A & A(r^1)^T B r^1 \end{bmatrix}. \]

and the vectors \( v_1 \) and \( v_2 \) are defined by
\[ v_1(r^1, r^2) = \sum_{j=1}^{J} \alpha_j \begin{bmatrix} \alpha_j (r^2)^T B g_j^2 + B g_j^2(r^2)^T A g_j^2 \\ (r^1)^T A g_j^2 B g_j^2 + (r^1)^T B g_j^2 A g_j \end{bmatrix}, \]
\[ v_2(r^1, r^2) = \sum_{j=1}^{J} \alpha_j^{(n)} \begin{bmatrix} g_j^{1, n}(x_1) w(g_j^{2, n}(x_2))^T w g_j^{2, n}(x_2) \\ g_j^{2, n}(x_2) w(g_j^{1, n}(x_1))^T w g_j^{1, n}(x_1) \end{bmatrix}. \]

To solve the system (28) we use the efficient non-linear solver which we describe below, i.e.

Instead of solving a nonlinear system of dimension \( 2N \), we solve the associated pair of linear systems of dimension \( N \) using an alternating direction iteration procedure. To describe this, let us rewrite the system (28) as
\[ \begin{pmatrix} v_1(r^2) \\ v_1(r^1) \end{pmatrix} + \begin{pmatrix} Z_{11}(r^2) & Z_{12}(r^1, r^2) \\ Z_{21}(r^1, r^2) & Z_{22}(r^1) \end{pmatrix} \begin{pmatrix} r^1 \\ r^2 \end{pmatrix} = \begin{pmatrix} v_2(r^2) \\ v_2(r^1) \end{pmatrix}. \] (29)

Then the iterative scheme comprises the following two steps:
(1) Suppose that we have an approximation to \(r^2\), solve the linear system
\[
Z_{11}(r^2)r^1 = v_2(r^2) - v_1(r^2) - Z_{12}(r^1, r^2)r^2,
\]
and normalise the solution
\[
\tau_{new}^1 = \frac{r^1}{\sqrt{(r^1)^T B r^1}}.
\]

(2) With the new approximation to \(r^1\), solve the linear system
\[
Z_{22}(r^1)r^2 = v_2(r^1) - v_1(r^1) - Z_{21}(r^1, r^2)r^1,
\]
then normalise \(r^2\)
\[
\tau_{new}^2 = \frac{r^2}{\sqrt{(r^2)^T B r^2}}.
\]

After the iterative process (30)-(31) has converged, the new basis functions \(g_{J+1}^1(x_1)\) and \(g_{J+1}^2(x_2)\) are constructed from \(r^1(x_1)\) and \(r^2(x_2)\), respectively, to obtain orthonormal bases through the Gram-Schmidt orthogonalization process:
\[
\begin{align*}
g_{J+1}^1(x_1) &= r^1(x_1) - \sum_{j=1}^{J} ((r^1)^T B g_j^1)g_j^1(x_1), \\
g_{J+1}^2(x_2) &= r^2(x_2) - \sum_{j=1}^{J} ((r^2)^T B g_j^2)g_j^2(x_2).
\end{align*}
\]

The extension for general \(d\) follows in a straightforward fashion and the procedure involves the solution of \(d\) linear systems each of dimension \(N\) and therefore is a much cheaper alternative to the solution of the full nonlinear system. The solution of this system yields the values of \(r^1(x_1), \ldots, r^d(x_d)\), at the GLL points and hence the new basis function is determined. Furthermore, the normality of the configuration pdf requires that one of the integrals should vanish i.e.
\[
\int_0^L r^k(x_k) \, dx_k = 0, \quad \text{for one of } \, k = 1, \ldots, d.
\]
The solution is normalized so that
\[
r_{new}^k = \frac{r^k}{\sqrt{(r^k)^T B r^k}}, \quad k = 1, \ldots, d.
\]
4 Pearson diffusions

4.1 Ornstein-Uhlenbeck process

This diffusion is transient OU process (also known in the financial literature as the Vasicek model in one dimension). In the high-dimensional case the FPE has the form:

\[
\frac{\partial p(x, t)}{\partial t} = -\sum_{i=1}^{d} \frac{\partial}{\partial x_i} (a_i - b_i x_i) p(x, t) + \frac{1}{2} \sum_{i=1}^{d} \sum_{j=1}^{d} \frac{\partial^2}{\partial x_i \partial x_j} \sigma_{ij}^2 p(x, t),
\]

(32)
defined on \((-\infty, \infty)^n\) and \(a_i \in \mathbb{R}, b_i > 0, \sigma_{ij} \in \mathbb{R}^+\), where \(i = 1, \ldots, d\) with eigenvalues \(\lambda_n = \lambda_{n1}^{(1)} + \cdots + \lambda_{nd}^{(d)} = n_1 b_1 + \cdots + n_d b_d\).

The ergodic distribution for each of the components is Gaussian:

\[X_t^{(i)} \sim N \left( \frac{a_i}{b_i}, \frac{\sigma_{ii}^2}{2b_i} \right).\]

The boundary conditions \(D_i^1 = -\infty\) and \(D_i^2 = +\infty\), \(i = 1, \ldots, d\) are natural boundaries for all choices of parameters.

The corresponding eigenfunctions in this case are Hermite polynomials (see [9], for example). And the transition probability density has the expansion

\[
p(x_1; x_0, t) = \prod_{i=1}^{d} \frac{1}{\sqrt{\pi \sigma_{ii}^2 b_i}} \exp \left( -\frac{b_i}{\sigma_{ii}^2} \left( x_i - \frac{a_i}{b_i} \right)^2 \right) \times
\]

\[
\sum_{n_1=0}^{\infty} \cdots \sum_{n_d=0}^{\infty} \frac{e^{-(n_1 b_1 + \cdots + n_d b_d)t}}{2^{n_1+\cdots+n_d} n_1! \cdots n_d!} \prod_{i=1}^{d} H_n(y_{i,0}) \prod_{i=1}^{d} H_n(y_{i,1}),
\]

where

\[y_{i,j} = \sqrt{\frac{b_i}{\sigma_{ii}^2}} \left( x_{i,j} - \frac{a_i}{b_i} \right), \quad i = 1, \ldots, d, \quad j = 0, 1.
\]

Also we can write the transient solution in terms of the Gaussian distribution as follows:

\[
p(x; x_0, t) = \prod_{i=1}^{d} \frac{1}{\sqrt{\pi \sigma_{ii}^2 b_i (1 - e^{-2b_it})}} \exp \left( -\frac{(x_i - \frac{a_i}{b_i} - (x_{i,0} - \frac{a_i}{b_i}) e^{-b_it})^2}{\sigma_{ii}^2 b_i (1 - e^{-2b_it})} \right).\]

(33)

In high-dimensional cases it is useful to compare the results through the ex-
pectation of the time-dependent solution:

\[ E(t) = \int_{\mathbb{R}^d} \left( \sum_{i=1}^{d} x_i p(x, t) \right) \, dx = \sum_{i=1}^{d} \left( \frac{a_i}{b_i} + (x_{i,0} - \frac{a_i}{b_i})e^{-b_i t} \right). \]  

(34)

In Fig. 1 (a) we plot the numerical solution of the 2-D FPE (32) when it converges to the steady-state solution, obtained using a spectral approximation with \( N = 80 \). The model parameters were chosen to be \( a_1 = 3, \ a_2 = 6, \ b_1 = 2, \ b_2 = 3 \) and \( \sigma_{11}^2 = 1, \ \sigma_{22}^2 = 0.5, \ x_0 = 2.6 \). The boundary conditions are natural. Two basis functions are sufficient to represent the solution, \( \alpha_0 = 11.9902, \ \alpha_1 = 4.956 \times 10^{-5} \). The exact solution to the problem is shown in Fig. 1 (b). Excellent agreement is obtained confirming that the spectral approximation is able to provide an accurate representation of solutions to this equation. Fig. 1 (c) presents a comparison between numerical and analytical first moment (see (34)).

![Figure 1. Ornstein-Uhlenbeck process with \( a_1 = 3, \ a_2 = 6, \ b_1 = 2, \ b_2 = 3 \) and \( \sigma_{11}^2 = 1, \ \sigma_{22}^2 = 0.5, \ x_0 = 2.6 \). Boundary conditions are natural. (a) Numerical approximation obtained using reduced basis approach. (b) Analytical solution. (c) Comparison between numerical and analytical expectations.](image)

In Fig. 2 we plot the comparison of the expectation for the 3-D FPE (32) with natural boundary conditions for the spectral approximation with \( N = 80 \) and the analytical solution (34) with \( x_0 = 2.5 \). The model parameters were chosen to be \( a_1 = 3, \ a_2 = 6, \ a_3 = 7, \ b_1 = 2, \ b_2 = 3, \ b_2 = 4 \) and \( \sigma_{11}^2 = 1, \ \sigma_{22}^2 = 0.5, \ \sigma_{22}^2 = 0.7, \ x_0 = 2.7 \). To obtain a solution at steady state only two basis function are sufficient to represent the solution with \( \alpha_0 = 34.9308, \ \alpha_1 = 1.7333 \times 10^{-9} \).
Figure 2. Comparison between the numerical and analytical expectations for the Ornstein-Uhlenbeck process in 3-D with $a_1 = 3$, $a_2 = 6$, $a_3 = 7$, $b_1 = 2$, $b_2 = 3$, $b_2 = 4$ and $\sigma_{11}^2 = 1$, $\sigma_{22}^2 = 0.5$, $\sigma_{22}^2 = 0.7$, $x_0 = 2.7$.

4.2 The square root/CIR process

In financial mathematics this process is known as the CIR process (see Birge and Linetsky [8]). The FPE is

$$\frac{\partial p(x, t)}{\partial t} = -\sum_{i=1}^{d} \frac{\partial}{\partial x_i} (a_i - b_i x_i) p(x, t) + \frac{1}{2} \sum_{i=1}^{d} \frac{\partial^2}{\partial x_i^2} \sigma_{ii}^2 x_i p(x, t) \quad (35)$$

with domain $D = [0, \infty)^d$. Then for each component, the ergodic distribution is Gamma:

$$m_i(x_i) = \frac{\theta_i^{\beta_i+1}}{\Gamma(\beta_i+1)} x_i^{\beta_i} e^{-\theta_i x_i}, \quad x_i > 0,$$

with

$$\beta_i = \frac{2a_i}{\sigma_{ii}^2} - 1, \quad \theta_i = \frac{2b_i}{\sigma_{ii}^2}.$$

The boundary conditions are: $D_i^2 = +\infty$ is a natural boundary for all choices of parameters and

$$D_i^1 = \begin{cases} 
\text{exit}, & \beta_i \leq -1 \\
\text{regular}, & -1 < \beta_i < 0 \\
\text{entrance}, & 0 \leq \beta_i,
\end{cases} \quad (36)$$

where $i = 1, \ldots, d$.

The corresponding eigenfunctions are Laguerre polynomials, $L_n^{(\alpha)}(x)$ [9] and $\lambda_n = n_1 + \cdots + n_2$. 
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The eigenvalue expansion for the transition probability density is given by

\[
p(x; x_0, t) = \prod_{i=1}^{d} m_i(x_i) \sum_{n_1=0}^{\infty} \cdots \sum_{n_d=0}^{\infty} \frac{e^{-(n_1b_1+\cdots+n_db_d)t}}{(\beta_1+1)_{n_1} \times \cdots \times (\beta_d+1)_{n_d}} \prod_{i=1}^{d} L_{n_i}^{(\beta_i)}(\theta_i x_i),
\]

(37)

In this case also we can compare the analytical and numerical expectations of the time-dependent solutions using formula (34).

In Fig. 3 (a) we plot the numerical solution of the 2-D FPE (35) when it converges to the steady-state solution, obtained using a spectral approximation with \( N = 80 \). The model parameters were chosen to be \( a_1 = 0.2, a_2 = 0.3, b_1 = 2, b_2 = 0.7 \) and \( \sigma_{11}^2 = 0.2, \sigma_{22}^2 = 0.4, x_0 = 2 \). The boundary conditions are entrance. Two basis functions are sufficient to represent the solution at steady state with \( \alpha_0 = 30.15153, \alpha_1 = 1.111 \times 10^{-3} \). The exact solution to the problem is shown in Fig. 3 (b) with the same parameters. Fig. 3 (c) presents a comparison between the numerical and analytical first moments (see (34)).

Figure 3. CIR process with \( a_1 = 0.2, a_2 = 0.3, b_1 = 2, b_2 = 0.7 \) and \( \sigma_{11}^2 = 0.2, \sigma_{22}^2 = 0.4, x_0 = 2.6 \). Boundary conditions are entrance. (a) Numerical approximation obtained using reduced basis approach. (b) Analytical solution. (c) Comparison between numerical and analytical expectations.

In Fig. 4 we plot the comparison between the expectations of the numerical solution in the case of the 4-D FPE (35) obtained using a spectral approximation with \( N = 80 \) and the analytical expression (34). The model parameters were chosen to be \( a_1 = 2, a_2 = 3, a_3 = 4, a_4 = 4.5, b_1 = 2, b_2 = 4, b_3 = 5, b_4 = 2 \) and \( \sigma_{11}^2 = 0.2, \sigma_{22}^2 = 0.4, \sigma_{33}^2 = 0.7, \sigma_{44}^2 = 1, x_0 = 1.95 \). At steady state only two basis functions are sufficient to represent the solution with \( \alpha_0 = 96.7243, \alpha_1 = 4.7043 \times 10^{-7} \).
Figure 4. Comparison between the numerical and analytical expectations for CIR process in 4-D with $a_1 = 2$, $a_2 = 3$, $a_3 = 4$, $a_4 = 4.5$, $b_1 = 2$, $b_2 = 4$, $b_3 = 5$, $b_4 = 2$ and $\sigma_{11}^2 = 0.2$, $\sigma_{22}^2 = 0.4$, $\sigma_{33}^2 = 0.7$, $\sigma_{44}^2 = 1$, $x_0 = 1.95$.

4.3 The Jacobi diffusion

In financial mathematics, the Jacobi diffusion is used for modelling exchange rates in target zones [8].

In this case, the FPE is

$$\frac{\partial p(x, t)}{\partial t} = -\sum_{i=1}^{d} \frac{\partial}{\partial x_i} (a_i - b_ix_i)p(x, t) + \frac{1}{2} \sum_{i=1}^{d} \frac{\partial^2}{\partial x_i^2} \sigma_{ii}^2 x_i(A_i - x_i)p(x, t)$$

(38)

with domain $D = [0, A_i]^d$, $i = 1, \ldots, d$. The invariant density function for each component has the form

$$m_i(x_i) = \frac{x_i^{\beta_i} (A_i - x_i)^{\gamma_i}}{A_i^{\gamma_i+\beta_i+1} B(\gamma_i+1, \beta_i+1)}, \quad x_i \in [0, A_i],$$

where $B(\alpha, \beta)$ is the beta distribution

$$B(\gamma, \beta_i) = \frac{\Gamma(\gamma_i)\Gamma(\beta_i)}{\Gamma(\gamma_i + \beta_i)},$$

(39)

and

$$\gamma_i = \frac{2b_i}{\sigma_{ii}^2} - \frac{2a_i}{\sigma_{ii}^2 A_i} - 1, \quad \beta_i = \frac{2a_i}{\sigma_{ii}^2 A_i} - 1, \quad \gamma_i > -1, \quad \beta_i > -1, \quad i = 1, \ldots, d.$$

The boundary behaviour for the Jacobi process is the same as for CIR process.
at the left boundary

\[
D_1^i = \begin{cases} 
\text{exit,} & \beta_i \leq -1 \\
\text{regular,} & -1 < \beta_i < 0 \\
\text{entrance,} & 0 \leq \beta_i.
\end{cases}
\] (40)

The corresponding eigenfunctions are Jacobi polynomials and the discrete spectrum of the generator is

\[
\lambda_n = \lambda^{(1)}_{n_1} + \cdots + \lambda^{(d)}_{n_d}, \quad \lambda^{(i)}_{n_i} = \frac{\sigma_i^2}{2} n_i \left( n_i - 1 + \frac{2 \beta_i}{\sigma_i^2} \right).
\]

The eigenvalue expansion of the transition probability density can be written as

\[
p(\bar{x}_1; \bar{x}_0, t) = \prod_{i=1}^{d} m_i(x_i) \sum_{n_1=0}^{\infty} \cdots \sum_{n_d=0}^{\infty} \frac{e^{-\lambda^{(1)}_{n_1} + \cdots + \lambda^{(d)}_{n_d} t}}{p^2_{n_i}} \prod_{i=1}^{d} P_{n_i}^{(\gamma_i; \beta_i)}(y_{i,0}) \prod_{i=1}^{d} P_{n_i}^{(\gamma_i; \beta_i)}(y_{i,1}),
\] (41)

where

\[
p^2_{n_i} = \frac{(\gamma_i + 1)_{n_i} (\beta_i + 1)_{n_i}}{(\gamma_i + \beta_i + 2)_{n_i-1} (2n_i + \gamma_i + \beta_i + 1) n_i!}, \quad i = 1, \ldots, d,
\]

\[
y_{i,j} = \left( \frac{2x_{i,j}}{A_i} - 1 \right), \quad j = 0, 1 \text{ and } (m)_n = \frac{\Gamma(m+1)}{\Gamma(m-n+1)}.
\]

Numerical results can be obtained in the same way as for the O-U and CIR processes.

4.4 Fisher-Snedecor diffusion

The corresponding FPE is

\[
\frac{\partial p(x,t)}{\partial t} = -\sum_{i=1}^{d} \frac{\partial}{\partial x_i} \left[ -\theta_i (x_i - \frac{\beta_i}{\beta_i - 2}) \right] p(x,t) + \frac{1}{2} \sum_{i=1}^{d} \frac{\partial^2}{\partial x_i^2} \left[ \frac{4\theta_i}{\gamma_i(\beta_i - 2)} x_i (\gamma_i x_i + \beta_i) \right] p(x,t).
\] (42)

where \( \gamma_i > 0, \) and \( \beta_i > 2 \) and \( i = 1, \ldots, d. \)

The invariant distribution for each component is Fisher-Snedecor \( FS(\gamma_i; \beta_i) \):

\[
m_i(x_i) = \frac{\gamma_i^{\gamma_i/2} \beta_i^{\beta_i/2}}{B\left(\frac{\gamma_i}{2}, \frac{\beta_i}{2}\right)} \frac{x_i^{\gamma_i-1}}{(\gamma_i x_i + \beta_i)^{\frac{\gamma_i}{2} + \frac{\beta_i}{2}}}, \quad x_i > 0, \quad i = 1, \ldots, d,
\] (43)
and \( B(\gamma_i, \beta_i) \) is the beta function, while \( \gamma_i \) and \( \beta_i \) are some shape parameters.

The restriction \( \beta_i > 2 \) on the value of the parameter \( \beta_i \) ensures the existence of the mean of the invariant distribution. Therefore, the quadratic polynomial \( d(x_i) = x_i(\gamma_i x_i + \beta_i) \) with the positive first coefficient \( (b_{1,2} > 0) \) and positive discriminant \( \Delta(d_i) > 0 \) characterizes Fisher-Snedecor diffusion in the class of Pearson diffusions.

In this case, the negative infinitesimal generator \((-G)\) has a finite set of simple eigenvalues:

\[
\lambda_n = \lambda_{n1}^{(i)} + \cdots + \lambda_{nd}^{(i)}; \quad \lambda_{ni}^{(i)} = \frac{\theta_i}{\beta_i - 2} n_i (\beta_i - 2 n_i), \quad 0 \leq n_i \leq \left[ \frac{\beta_i}{4} \right], \quad \beta_i > 2. \tag{44}
\]

in \([0, \Lambda_i]^d\), and continuous part of the spectrum with cut off

\[
\Lambda_i = \frac{\theta_i \beta_i^2}{8(\beta_i - 2)}. \tag{45}
\]

The solution then can be written as

\[
p(x; x_0, t) = \prod_{i=1}^d m_i(x_i) \left[ \sum_{n_1=0}^{[\beta_1]} \cdots \sum_{n_d=0}^{[\beta_d]} e^{-(\lambda_{n1}^{(i)} + \cdots + \lambda_{nd}^{(i)}) t} \prod_{i=1}^d Q_{n_i}(x_i, 0) \prod_{i=1}^d Q_{n_i}(x_i) \right]
+ \int_{\Lambda_1}^\infty \cdots \int_{\Lambda_d}^\infty e^{-(\lambda_{n1}^{(i)} + \cdots + \lambda_{nd}^{(i)}) t} \prod_{i=1}^d \psi_i(x_i, 0, -\lambda_i) \prod_{i=1}^d \psi_i(x_i, -\lambda_i) d\lambda_1 \cdots d\lambda_d, \tag{46}
\]

where \( Q_{n_i}, \ i = 1, \ldots, d, \) is a finite set of orthogonal polynomials [26] with respect to \((43)\) and \( \psi_i \) are some special functions related to the hypergeometric functions \( _2F_1 \) and have a complicated form (see Meerschaert [27]). Thus, numerical methods seem inescapable.

We present some results in high-dimensions using the expectation. In Fig. 5 (a) we plot the numerical solution of the 2-D FPE (42) when it converges to the steady-state solution, obtained using a spectral approximation with \( N = 80 \). The model parameters were chosen to be \( \gamma_1 = 1.8, \gamma_2 = 5, \beta_1 = 10, \beta_2 = 7 \) and \( \theta_1^2 = 0.5, \theta_2^2 = 0.2 \). For the first dimension the boundary is natural and for the second dimension it is regular. Two basis functions represent the solution at the steady-state, \( \alpha_0 = 3.818013, \alpha_1 = 4.05 \times 10^{-3} \). The exact solution to the problem is shown in Fig. 5 (b) with the same parameters.

Fig. 6 shows the transient expectation calculated for the numerical solution of the 4-D FPE (42). The following parameters are used here: \( \gamma_1 = 1.8, \gamma_2 = 5, \gamma_3 = 3, \gamma_4 = 4, \beta_1 = 10, \beta_2 = 7, \beta_3 = 15, \beta_4 = 20 \) and \( \theta_1^2 = 0.5, \theta_2^2 = 0.2, \)
Figure 5. Fisher-Snedecor process at steady-state in 2-D with $\alpha_1 = 1.8$, $\alpha_2 = 5$, $\beta_1 = 10$, $\beta_2 = 7$ and $\theta_1^2 = 0.5$, $\theta_2^2 = 0.2$. (a) Numerical approximation obtained using reduced basis approach. (b) Analytical solution.

$\theta_3^2 = 1$, $\theta_4^2 = 0.7$ and only two basis function are sufficient to represent the solution with $\alpha_0 = 8.88770$, $\alpha_1 = 9.5 \times 10^{-6}$.

Figure 6. Transient expectations for the Fisher-Snedecor process in 4-D with $\gamma_1 = 1.8$, $\gamma_2 = 5$, $\gamma_3 = 3$, $\gamma_4 = 4$, $\beta_1 = 10$, $\beta_2 = 7$, $\beta_3 = 15$, $\beta_4 = 20$ and $\theta_1^2 = 0.5$, $\theta_2^2 = 0.2$, $\theta_3^2 = 1$, $\theta_4^2 = 0.7$

4.5 Reciprocal gamma diffusion

The corresponding FPE is

$$
\frac{\partial p(x, t)}{\partial t} = -\sum_{i=1}^{d} \frac{\partial}{\partial x_i} \left[ -\theta_i (x_i - \frac{\gamma_i}{\beta_i - 1}) \right] p(x, t) + \frac{1}{2} \sum_{i=1}^{d} \frac{\partial^2}{\partial x_i^2} \left[ \frac{2\theta_i}{(\beta_i - 1)x_i^2} \right] p(x, t),
$$

(47)

where $\gamma_i > 0$ and $\beta_i > 1$ and $i = 1, \ldots, d$. The restriction $\beta_i > 1$ ensures the existence of the mean of the invariant distribution. In the one-dimensional case the equation in this form was first introduced by Shiryayev [36]. Peškir [34] and Øksendal [32] observed that SDEs of this type are one of the most popular short term interest rate models known as the Dothan model [10].

The invariant distribution of this diffusion for each component is reciprocal.
gamma with the probability density function

\[ m_i(x_i) = \frac{\gamma_i^{\beta_i}}{\Gamma(\beta_i)} x_i^{-\beta_i-1} e^{-\frac{\gamma_i}{x_i}}, \quad x_i > 0, \quad i = 1, \ldots, d \]  
(48)

where \( \gamma_i > 0 \) and \( \beta_i > 0 \) are shape parameters. Moreover, the tail of the reciprocal gamma distribution with density (48) decreases like \( x_i^{-(1+\beta_i)} \) and this distribution is heavy-tailed.

Therefore, the quadratic polynomial \( d(x) = x^2 \) with positive coefficient \( (b_2 > 0) \) and zero discriminant \( \Delta(d) = 0 \) characterizes the reciprocal gamma diffusion in the class of Pearson diffusion.

In this case, the negative infinitesimal generator \((-\mathcal{G})\) has a finite set of simple eigenvalues

\[ \lambda_n = \lambda_{n1}^{(1)} + \cdots + \lambda_{nd}^{(d)}; \lambda_{ni}^{(i)} = \theta_i n_i \left( \frac{\beta_i}{\beta_i - 1} - \frac{n_i}{\beta_i - 1} \right), \quad 0 \leq n_i \leq \left[ \frac{\beta_i}{2} \right], \quad \beta_i > 1, \]  
(49)

in \([0, \Lambda_i]^d\), where

\[ \Lambda_i = \frac{\theta_i \beta_i^2}{4(\beta_i - 1)}, \quad i = 1, \ldots, d. \]  
(50)

The solution can be represented in the form (46), where the corresponding polynomials that are orthogonal with respect to the density are the Bessel polynomials (see [25,26]). The boundary classification for this case has been described by Leonenko and Phillips [24]. For the derivation of the cutoff (50) see Meerschaert [27].

In Fig. 7 (a) we plot the numerical solution of the 2-D FPE (47) when it converges to the steady-state solution, obtained using a spectral approximation with \( N = 80 \). The model parameters were chosen to be \( \gamma_1 = 2, \gamma_2 = 2, \beta_1 = 5, \beta_2 = 5 \) and \( \theta_1^2 = 1, \theta_2^2 = 1 \). Two basis functions represent the steady-state solution, \( \alpha_0 = 6.7450, \alpha_1 = 3.8 \times 10^{-4} \). The exact solution to the problem is shown in Fig. 7 (b) with the same parameters.

Fig. 8 shows the transient expectation calculated for the numerical solution of the 3-D FPE (47). The following parameters are used here: \( \gamma_1 = 2, \gamma_2 = 2, \gamma_3 = 3, \beta_1 = 3, \beta_2 = 5, \beta_3 = 6, \theta_1^2 = 1, \theta_2^2 = 1, \theta_3^2 = 1.2 \), and two basis functions are sufficient to represent the steady-state solution with \( \alpha_0 = 10.88397, \alpha_1 = 1.94 \times 10^{-3} \).
Figure 7. Reciprocal gamma process at steady-state in 2-D with $\gamma_1 = 2$, $\gamma_2 = 2$, $\beta_1 = 5$, $\beta_2 = 5$ and $\theta_1^2 = 1$, $\theta_2^2 = 1$. (a) Numerical approximation obtained using reduced basis approach. (b) Analytical solution.

Figure 8. Transient expectations for reciprocal gamma process in 3-D with $\gamma_1 = 2$, $\gamma_2 = 2$, $\gamma_3 = 3$, $\beta_1 = 3$, $\beta_2 = 5$, $\beta_3 = 6$, and $\theta_1^2 = 1$, $\theta_2^2 = 1$, $\theta_3^2 = 1.2$.

4.6 Student diffusion

4.6.1 Symmetric version

The corresponding FPE is

$$
\frac{\partial p(x, t)}{\partial t} = -\sum_{i=1}^{d} \frac{\partial}{\partial x_i} \left[ -\theta_i (x_i - \mu_i) \right] p(x, t) + \frac{1}{2} \sum_{i=1}^{d} \frac{\partial^2}{\partial x_i^2} \left[ \frac{2\theta_i \delta_i^2}{(\nu_i - 1)} \left( 1 + \left( \frac{x_i - \mu_i}{\delta_i} \right)^2 \right) \right] p(x, t),
$$

where $\nu_i > 1$, $\delta_i > 0$, and $\mu_i \in R$ and $i = 1, \ldots, d$. Student diffusion was first studied by Wong, [38] in one dimension. This diffusion can also be observed as special case of the so-called hypergeometric diffusion introduced by Linetsky [25].

The invariant distribution of this diffusion is Student distribution for each component with the parameter $\nu_i > 1$ representing the degrees of freedom
with the probability density function

\[ m_i(x_i) = \frac{\Gamma(\frac{\nu_i+1}{2})}{\delta_i \sqrt{\pi \Gamma(\frac{\nu_i}{2})}} \left( 1 + \left( \frac{x_i - \mu_i}{\delta_i} \right)^2 \right)^{-\frac{\nu_i+1}{2}}, \quad x_i \in \mathbb{R}, \quad i = 1, \ldots, d \]  \hspace{1cm} (52)

where \( \delta_i > 0 \) is a scale parameter and \( \mu_i \in \mathbb{R} \) is a location parameter.

Moreover, the left and right tails of the Student distribution with density (52) decrease like \( |x_i|^{-(1+\nu_i)} \), and this distribution is heavy-tailed.

The quadratic polynomial in the one-dimensional case is \( d(x) = 1 + ((x - \mu)/\delta)^2 \) with positive first coefficient \( b_2 > 0 \) and negative discriminant \( \Delta(d) < 0 \) characterizes the Student diffusion in the class of Pearson diffusions.

In this case, the negative infinitesimal generator \( (-G) \) has a finite set of simple eigenvalues

\[ \lambda_n = \lambda_{n_1}^{(1)} + \cdots + \lambda_{n_d}^{(d)}; \quad \lambda_{n_i}^{(i)} = \frac{\theta_i}{\nu_i - 1} n_i(\nu_i - n_i), \quad 0 \leq n_i \leq \left\lfloor \frac{\nu_i}{2} \right\rfloor, \quad \nu_i > 1 \]  \hspace{1cm} (53)

in \([0, \Lambda_i]^d\), and where

\[ \Lambda_i = \frac{\theta_i \nu_i^2}{4(\nu_i - 1)}, \quad \nu_i > 1, \quad i = 1, \ldots, d. \]  \hspace{1cm} (54)

The solution can be represented in the form (52), where the corresponding polynomials orthogonal with respect to the density are Romanovski polynomials [25,27]. The boundary classification has been described in Leonenko and Phillips [24].

In Fig. 9 (a) we plot the numerical solution of the 2-D FPE (51) when it converges to the steady-state solution, obtained using a spectral approximation with \( N = 80 \). The model parameters were chosen to be \( \mu_1 = 5, \mu_2 = 2, \delta_1 = 1, \delta_2 = 2 \) and \( \theta_1^2 = 1, \theta_2^2 = 1.5, \nu_1 = 9, \nu_2 = 15 \). Two basis functions are sufficient to represent the steady-state solution with \( a_0 = 9.57888, \alpha_1 = 2.55 \times 10^{-6} \). The exact solution to the problem is shown in Fig. 9 (b) with the same parameters. Transient expectation is shown in Fig. 9 (c) with the same parameters.

In Fig. 10 we plot the expectation of the numerical solution of the 3-D FPE (51) with \( N = 80 \). The model parameters were chosen to be \( \mu_1 = 5, \mu_2 = 2, \mu_3 = 4, \delta_1 = 1, \delta_2 = 2, \delta_3 = 1 \) and \( \theta_1^2 = 1, \theta_2^2 = 1.5, \theta_3^2 = 1, \nu_1 = 9, \nu_2 = 15, \nu_3 = 16 \). Two basis functions represent the steady-state solution with \( a_0 = 2.7 - 5, \alpha_1 = 4.9765 - 14 \).
Figure 9. Student process at steady-state in 2-D with $\mu_1 = 5$, $\mu_2 = 2$, $\delta_1 = 1$, $\delta_2 = 2$ and $\theta_1^2 = 1$, $\theta_2^2 = 1.5$, $\nu_1 = 9$, $\nu_2 = 15$. (a) Numerical approximation obtained using reduced basis approach. (b) Analytical solution. (c) Transient expectation.

Figure 10. Transient expectation for Student process in 3-D with $\mu_1 = 5$, $\mu_2 = 2$, $\mu_3 = 4$, $\delta_1 = 1$, $\delta_2 = 2$, $\delta_3 = 1$ and $\theta_1^2 = 1$, $\theta_2^2 = 1.5$, $\theta_3^2 = 1$, $\nu_1 = 9$, $\nu_2 = 15$, $\nu_3 = 16$.

4.6.2 Skew-Student diffusion

Let us consider a more general version of the Student diffusion from our classification table. The corresponding FPE is

$$
\frac{\partial p(x, t)}{\partial t} = -\sum_{i=1}^{d} \frac{\partial}{\partial x_i} [\theta_i (x_i - \mu_i)] p(x, t) + \frac{1}{2} \sum_{i=1}^{d} \frac{\partial^2}{\partial x_i^2} \left[ 2\theta_i a_i \left( \delta_i^2 (x_i - \mu_i')^2 \right) \right] p(x, t).
$$

(55)

where $\mu_i$, $\mu_i' \in R$ and $i = 1, \ldots, d$. 
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The ergodic distribution for each of the component has the form

\[ m_i(x_i) = c(\mu_i, \mu'_i, a_i, \delta_i) \frac{\exp \left( \frac{\mu_i - \mu'_i}{a_i \delta_i} \cdot \arctan \left( \frac{x_i - \mu'_i}{\delta_i} \right) \right)}{1 + \left( \frac{x_i - \mu'_i}{\delta_i} \right)^2} \left[ 1 + \left( \frac{x_i - \mu'_i}{\delta_i} \right)^2 \right]^{a_i + 1}, \tag{56} \]

for \( x_i \in \mathbb{R}, \mu_i, \mu'_i \in \mathbb{R}, a_i > 0, \theta_i > 0, \delta_i > 0, \) where

\[ c(\mu_i, \mu'_i, a_i, \delta_i) = \frac{\Gamma \left( 1 + \frac{1}{2a_i} \right)}{\delta_i \sqrt{\pi} \Gamma \left( \frac{1}{2} + \frac{1}{2a_i} \right)} \prod_{k=0}^{\infty} 1 + \left( \frac{\mu_i - \mu'_i}{2a_i \delta_i + k} \right)^2 \]

Note that in the symmetric case \( \mu_i = \mu'_i \) and \( \frac{\nu_i + 1}{2} = \frac{1}{2a_i} + 1, \) \( i = 1, \ldots, d. \) Thus, the ergodic distribution exists for \( a_i > 0. \) The boundaries are described similar to Student diffusion with the only difference is being that the Romanovski polynomials will depend on skewness.

The eigenvalues are represented below, see [25,27]:

\[ \lambda_n = \lambda^{(1)}_{n_1} + \cdots + \lambda^{(d)}_{n_d}, \lambda^{(i)}_{n_i} = \theta_i n_i \left[ 1 - a_i (n_i - 1) \right], \quad 0 \leq n_i \leq \left[ \frac{1 + a_i}{2a_i} \right]. \]

In Fig. 11 (a) we plot the numerical solution of the 2-D FPE (55) when it converges to the steady-state solution, obtained using a spectral approximation with \( N = 80. \) The model parameters were chosen to be \( \mu_1 = 4, \mu_2 = 8, \mu'_1 = 9, \mu'_2 = 14, \delta_1 = 0.5, \delta_2 = 1 \) and \( \theta_1 = 4, \theta_2 = 2, a_1 = 5, a_2 = 2. \) Two basis functions represent the steady-state solution with \( \alpha_0 = 1.7 \times 10^{-3}, \alpha_1 = 1.3737522 \times 10^{-16}. \) The exact solution to the problem is shown in Fig.11 (b) with the same parameters. In Fig. 11 (c) the transient expectation is presented for the same parameters.

5 Discussion

In this paper six classes of high-dimensional Pearson diffusions have been considered. Numerical results have been presented that demonstrate the main features of the method when solving the FPE for each class. Previous investigations have been carried out on the multi-dimensional O-U, CIR, Jacobi processes, but none have been considered for the other three cases for heavy-tailed processes. One can see here the full potential of the reduced basis approach. This method is based on a separated representation of the distribution function and the use of an iterative scheme in which the basis is progressively enriched until the residual drops below a prescribed tolerance. Spectral discretisation
Figure 11. Non-symmetric Student process at the steady-state in 2-D with $\mu_1 = 4$, $\mu_2 = 8$, $\mu_1' = 9$, $\mu_2' = 14$, $\delta_1 = 0.5$, $\delta_2 = 1$ and $\theta_1 = 4$, $\theta_2 = 2$, $a_1 = 5$, $a_2 = 2$. (a) Numerical approximation obtained using the reduced basis approach. (b) Analytical solution. (c) Transient expectation.

of the basis functions is utilized and applied here for the multi-dimensional case. The number of degrees of freedom required for the solution was significantly reduced and as can be seen from the numerical examples presented in Section 5, two basis functions are sufficient to represent the solution. Please note, when using the scheme special attention should be paid to the domain in which FPE is solved (the distribution for each dimension should be one over the interval) and the boundary conditions.

In general, the solution of time-dependent multi-dimensional FPEs is a challenging problem. However, for a diagonal matrix in diffusion term (the Brownian motions of the multidimensional diffusions are independent) we can obtain reasonable results. In future we plan to consider multi-dimensional Pearson diffusions in the case when the full matrix in the diffusion term is present. This area of research is quite challenging and novel.
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