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Abstract

Strong coupling between a Fabry-Perot cavity mode and a quantum well exciton give rise to the new quasi-particles microcavity exciton-polaritons. Microcavity polaritons were for the first time demonstrated in 1992 in Ref [1] and since then, the field developed dramatically. Fundamental physics was explored in these systems including a quantum phase transitions of microcavity polaritons [2–4], demonstration of quantized vortices [5] and superfluidity [6]. Concerning applications [7], properties of microcavity polaritons are explored in optoelectronic devices e.g. low threshold electrically pumped polariton lasers, polarization sensitive optical bistable switches, spin memories and spin logic gates.

Main research interest of this work concerned the field of quantum phase transitions and the many-body physics of microcavity polaritons which are relatively easily accessible experimentally as compared to similar physics in cold-atoms systems [8] from the point of view of equipment complexity. However, in polariton physics, samples with desirable properties play a crucial role. Microcavity samples commonly suffer from disorder, for both the exciton and the photon components of the polaritons, which strongly modifies polariton quantum effects and makes them difficult to interpret. This fact emphasizes the importance of the further development in the field of the sample design and growth, and this was one of the goals of this contribution.

In particular, we worked to identify and suppress disorder in microcavity samples and to develop reproducible growth receipts providing samples with long photon lifetime. Photonic disorder was identified as cross-hatch dislocations and point-like-defects. A novel cross-hatch suppressing sample design was proposed and demonstrated, providing samples with long polariton propagation lengths in the order of millimeters in which genuine quantum fluid effects can be explored. Moreover, the origin behind the point-like-defects formation was identified as Ga nano-droplets deposited in microcavity during the molecular-beam epitaxial growth. These states were investigated using surface (differential-interference contrast microscopy, scanning-electron microscopy, chemical etching) and volume (focused-ion beam milling) techniques. Point-like-defect resulted in 0-dimensional polariton states exhibiting quantized energy levels which we have characterized in real and reciprocal space.

The second part of this work was the investigation of quantum many-body effects in low disorder microcavities. In particular, we investigated polariton parametric scattering and demonstrated experimentally and theoretically scattering into "ghost" branches which arises due to energy and momentum conservation of polaritons. Finally, we theoretically modeled quantum fluid effects of polaritons using Gross-Pitaevskii equation reproducing superfluid transition and bistability for spin independent polariton interactions.
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1 Physics of microcavity polaritons

In this chapter, the foundations of microcavity polariton physics are discussed. Firstly, in Sec. 1.1, properties of As based III-V semiconductors are presented. Then, the fundamental concepts of excitons and cavity photons are discussed, followed by a description of strong and weak coupling between exciton and cavity photon in the classical and quantum picture with emphasis on the linewidth of polaritons. Further to this in Sec. 1.2, a detailed description of the molecular beam epitaxial growth of GaAs based microcavities with embedded InGaAs/GaAs or AlGaAs/GaAs quantum wells is given together with a discussion of advanced growth techniques. Finally in the Sec. 1.3, a literature on microcavity polaritons is briefly reviewed.

1.1 Microcavity exciton polaritons

1.1.1 III-V semiconductor alloys

We consider hereafter binary and ternary alloys of III-V semiconductors, particularly GaAs, AlAs and InAs. These compounds crystalize in the zinc-blende lattice structure. Both GaAs and InAs are direct band gap semiconductors, while AlAs is indirect as the conduction band (CB) minimum is at the X point while the valence band (VB) maximum is at the Γ point of the Brillouin zone\textsuperscript{1}. We will consider the electronic structure of GaAs and optical transitions between the conduction band and heavy- and light-holes valence bands as shown in Fig. 1.1. For small momenta conduction band is parabolic with dispersion $E_{CB} = \frac{\hbar^2 k^2}{2m_e} + E_g$ where $k$ is electron momentum, $m_e$ is an electron mass and $E_g$ is a band gap energy if the VB maximum is

\textsuperscript{1}\textsuperscript{\footnote{Γ point: }k_x = 0 = k_y = k_z; \textsuperscript{X point: }k_x = \frac{2a}{\sqrt{3}}, k_y = k_z = 0; \textsuperscript{L point: }k_x = k_y = k_z = \frac{\pi}{a} \text{ where } a \text{ is lattice constant}}
Figure 1.1: In (a) zinc-blende structure of GaAs, Ga atoms are shown in yellow and As atoms are in violet. In (b), band structure of GaAs along highly symmetric directions obtained by a non-local pseudopotential calculation[9, 11].

at $E = 0$. Heavy- and light-holes subbands are anisotropic, their detailed dispersion can be found in Ref. [9, 10]. The temperature dependence of the band gap energy $E_g$ (eV) for semiconductor material is written using the Varshni empirical formula [12]:

$$E_g = E_{g0} - \frac{\alpha T^2}{\beta + T} \quad (1.1)$$

where $E_{g0}$ is energy gap at temperature 0K, and material parameters are listed in Table 1.1. Refractive indices of $\text{Al}_x\text{Ga}_{1-x}\text{As}$ and its dependency on temperature for the wavelength range 800 – 900 nm relevant in this work is given in Ref. [13]. For ternary semiconductor alloys, the dependence of the band gap on the alloy composition at

<table>
<thead>
<tr>
<th>Alloy</th>
<th>$E_{g0}$ (eV)</th>
<th>$\alpha$ (10$^{-4}$ eV/K)</th>
<th>$\beta$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaAs[12]</td>
<td>1.517</td>
<td>5.5</td>
<td>225</td>
</tr>
<tr>
<td>AlAs[14]</td>
<td>2.239</td>
<td>6.0</td>
<td>408</td>
</tr>
<tr>
<td>InAs[15]</td>
<td>0.420</td>
<td>2.5</td>
<td>75</td>
</tr>
</tbody>
</table>

Table 1.1: Parameters of the temperature dependent band gap for GaAs, AlAs and InAs
1.1. Microcavity exciton polaritons

low temperatures (T\sim 10 K) after Ref. [10] is:

\begin{align*}
\text{Al}_x\text{Ga}_{1-x}\text{As} & \quad E_{g0} = 1.519 + 1.36x + 0.22x^2 \\
\text{In}_x\text{Ga}_{1-x}\text{As} & \quad E_{g0} = 1.519 - 1.584x + 0.475x^2
\end{align*}

(1.2)

1.1.2 Excitons

Excitons are electron-hole pairs bound by the Coulomb potential. For the Wannier excitons, exciton energy \( E_{XB} \) and exciton Bohr radius \( a_{XB} \) in a 3-dimensional structure can be expressed in terms of the Rydberg energy \( R_y = 13.6 \text{ eV} \) and Bohr radius \( a_B = 0.053 \text{ nm} \) as

\begin{align*}
E_{XB,3d} &= \frac{R_y^*}{n^2} = R_y \frac{\mu}{m_e \varepsilon n^2} \\
a_{XB,3d} &= a_B \frac{m_e}{\varepsilon \mu}
\end{align*}

(1.4)

where \( R_y^* \) is exciton Rydberg energy, \( \varepsilon \) is crystal dielectric constant, \( m_e \) is the electron mass, \( n = 1, 2, 3... \) is the principal quantum number, \( \mu = (1/m_e + 1/m_h)^{-1} \) is the reduced mass where \( m_e, m_h \) are electron and hole masses. For bulk GaAs, the exciton binding energy and the exciton Bohr radius are \( E_{XB} = 4.1 \text{ meV} \), \( a_{XB} = 14 \text{ nm} \)\cite{[16]} for the ground state exciton (N=1). In general, exciton binding energies for binary semiconductors increases with band gap energy of the material, shown in Fig. 1.2a). The exciton energy takes the form

\[ E_{X,3d} = E_g - E_{XB,3d} + \frac{\hbar^2 K^2}{2M} \]

where \( M = m_e + m_h \), \( K = k_e + k_h \) is the exciton translational mass and wavevector, where subscripts e,h stand for e-electron and h-hole mass and wavevectors. In low dimensional structures, electronic confinement is engineered by spatially varying alloy composition. If the band gap modulation takes place on a length scale comparable or smaller than exciton Bohr radius, excitons are confined. The density of states without spin degeneracy (DOS) as a function of energy for parabolic energy dispersion is

\begin{align*}
\text{1-dim:} & \quad \text{DOS} = \frac{\sqrt{mL}}{\pi \sqrt{2} \hbar} \frac{1}{\sqrt{E}} \\
\text{2-dim:} & \quad \text{DOS} = \frac{mL^2}{2\pi \hbar^2} \\
\text{3-dim:} & \quad \text{DOS} = \frac{2\pi (2m)^{3/2} L^3}{\hbar^2} \frac{1}{\sqrt{E}}
\end{align*}

(1.7)
for 1,2 and 3-dimensional structures respectively where $L$ is the dimension of the crystal. $E_{XB}$ is a function of dimensionality and will increase as the dimensionality decreases as the electron and hole are pushed closer together due to the confinement and will interact stronger due to the Coulomb potential. The exciton energy in 2-dimensional structure is written as

$$E_{X,2d} = E_g + E_Q - E_{XB,2d} + \frac{h^2(K_x^2 + K_y^2)}{2M}$$

where $E_Q$ is a quantization energy of electron and hole, for the strong confinement$^2$

$$E_Q = \frac{N^2k_F^2}{2L_Q^2}$$

where $L_Q$ is the confinement length, $N \in N$. $E_{XB,2d} = R_y(n-\frac{1}{2})^2$ in two dimensional structures, which for the ground state exciton gives $E_{XB,2d} = 4E_{XB,3d}$, see Fig. 1.2 where the calculated exciton binding energy is plotted as a function of well width for Al$_{0.37}$Ga$_{0.63}$As/GaAs quantum wells, it give in general good agreement with experiment$^{[17]}$.

The exciton is a composite boson and above the saturation density it dissociates due to the screening of the Coulomb interaction by free carriers, this is given by the saturation density$^{[18]}$

$$n_{sat} = 0.139 \frac{a_X^2}{a_{XB}^2}$$

for $a_{XB} = 14$ nm this results gives $n_{sat} = 8 \cdot 10^{10}$ excitons/cm$^2$.

$^2$Strong confinement is when the size of confinement is comparable or smaller than the exciton Bohr radius.
The susceptibility of an exciton with a transition frequency $\omega_{mn}$ is given by \[ \chi(\omega) = n_0 e^2 f_{mn} \frac{1}{2\omega_{mn}} \frac{1}{\omega - \omega_{mn} - i\gamma'} \] (1.10)

where $\omega_{mn}$ is exciton resonance where $m, n$ are initial and final states respectively, $n_0$ is an exciton density, $f_{mn}$ is a exciton oscillator strength for transition frequency $\omega_{mn}$, $\gamma'$ is the homogenous linewidth of exciton which is a sum of the radiative linewidth, $\Gamma$, and the non-radiative linewidth, $\gamma$ which results from exciton-phonon, exciton-free carrier or exciton-exciton scattering. In most samples, there is also inhomogeneous contribution to the exciton linewidth which is a consequence of an alloy composition fluctuations and quantum well thickness fluctuations, see Sec. 1.2.1.

The exciton oscillator strength for $\omega_{mn}$ transition is \[ f_{mn} = \frac{2m|d_{mn}|^2}{\hbar} \omega_{mn} \] (1.11)

where $d_{mn} = \langle m|d|n \rangle = \int d^3r \psi_m^*(r)d\psi_n^*(r)$ is the electric dipole matrix element describing light-matter coupling strength. It is closely related to the Rabi frequency, $\Omega_R$, for dressed excitons and photons\[ \Omega_R = \frac{|d_{mn}E_{vac}|}{\hbar} \] (1.12)

where $E_{vac}$ is a vacuum field amplitude.

1.1.3 Microcavity photons

A Fabry-Perot resonator consist of a cavity layer sandwiched between two highly reflective mirrors. For semiconductor microcavities, distributed Bragg reflectors (DBRs) are used as mirrors, they consist of alternating $\frac{\lambda}{4}$ layers of high refractive index contrast materials where $\lambda = \lambda_0/n_i$ is a cavity mode wavelength in the medium, $\lambda_0$ is a cavity mode wavelength in the vacuum with refractive index of the medium $n_i$. In transmission, due to reflection on interfaces and destructive interference, DBRs give rise to a photonic band gap. The microcavity spacer layer can be seen as a defect in a periodic structure which length is chosen such that it ensures the constructive interference of intra-cavity field. Intracavity fields penetrates into the DBRs such that the effective cavity length, $L_{eff}$ is defined as $L_{eff} = L_{cav} + L_{DBR}$ where\[ L_{DBR} = \frac{\lambda}{2} \frac{n_1n_2}{n_{cav}(n_2 - n_1)}, n_1 < n_2 \] (1.13)
where $n_1, n_2$ are refractive indices of DBR layers. Condition for constructive interference yields
\[
\frac{n_{\text{cav}}}{c} [(\omega - \omega_c) L_{\text{cav}} + (\omega - \omega_m) L_{\text{DBR}}] = N\pi \quad (1.14)
\]
where $\omega_c, \omega_m$ is the resonance frequency of the cavity and DBRs, $n_{\text{cav}}$ is a spacer refractive index.

Reflectivity of a DBR with $N$ pairs of layers calculated using transfer matrix method [18, 21] leads
\[
R(\omega) = 1 - \frac{4 n_{\text{ext}}}{n_{\text{cav}}} \left( \frac{n_1}{n_2} \right)^{2N}, n_1 < n_2 \quad (1.15)
\]
where $n_{\text{ext}}, n_{\text{cav}}$ are refractive indices of external medium and cavity respectively. It is clearly seen from Eq.(1.15) that DBRs with higher index contrast provide a higher reflectivity. For the GaAs/AlAs DBRs used in this work, the refractive index contrast is $\Delta n = 0.63$ which is relatively modest such that in order to achieve high reflectivity of $R = 0.9999$, 25 DBR need to be used.

The homogenous Fabry-Perot linewidth resulting from the decay of the mode through the mirror is
\[
\gamma_{\text{cav}} = \frac{1 - \sqrt{R}}{2\sqrt{R}} \frac{c}{n_{\text{cav}} L_{\text{eff}}} \quad (1.16)
\]

The quality factor of the cavity is defined as $Q = \frac{\omega_{\text{cav}}}{\gamma_{\text{cav}}}$, $Q^{-1}$ is a measure of the relative energy loss in a single round trip in the cavity. During this work, a structure with $Q = 1.5 \cdot 10^5$ equivalent to 100ps photon lifetime was designed, measured Lorenzian linewidths indicated $Q = 10^5$ and lifetimes in the order of 30-50ps, for free polaritons as will be discussed in more details in Chap. 3.

The Fabry-Perot mode dispersion is written as[22]
\[
E_{\text{cav}}(k) = \frac{\hbar}{n_{\text{cav}}} c k = \frac{\hbar}{n_{\text{cav}}} \sqrt{\left( \frac{2\pi}{L_{\text{cav}}} \right)^2 + k_{xy}^2} \approx E(k = 0) + \frac{\hbar k_{xy}^2}{2 m_{\text{cav}}} \quad (1.17)
\]
where $k_{xy}$ is a wavevector in the cavity plane, $m_{\text{cav}} = \frac{2\pi \hbar n_{\text{cav}}}{c L_{\text{cav}}}$ has the meaning of cavity photon mass, for the samples studied in this work, it is in the order of $2 \cdot 10^{-5} m_e$ [23].

The above approximation resulting in a parabolic cavity photon dispersion was obtained using the Taylor series expansion and is valid for $k_{xy} \ll \frac{2\pi}{L_{\text{cav}}}$. It is important to emphasize that the cavity mode dispersion described by Eq.(1.17) does not have a minimum at $E = 0$ as for a free propagating photon, but instead, due to quantization of $k_z$, it will have a minimum at $E = \frac{\hbar c 2\pi}{n_{\text{cav}} L_{\text{cav}}}$. This is the important element giving

---

$^3$GaAs and AlAs refractive indices are $n_{\text{GaAs}} = 3.6$, $n_{\text{AlAs}} = 3$ respectively for $\lambda_0 = 850\text{ nm at room temperature}$
rise to the bosonic stimulation of polaritons in microcavities which will be described later in Sec. 1.3 and Chap. 5.

1.1.4 **Exciton-polariton**

It is important to answer the question "What is propagating when light travels in matter?" [16]. When light propagates in vacuum, the answer is photons, when light propagates in matter, it induces a polarization field $P$ which interacts with an incident electric field $E$, it is written as

$$P(t) = \varepsilon_0[\chi^{(1)}E(t) + \chi^{(2)}E(t)^2 + \chi^{(3)}E(t)^3 + ...]$$

$$= \tilde{P}^{(1)}(t) + \tilde{P}^{(2)}(t) + \tilde{P}^{(3)}(t) + ...$$  \hspace{1cm} (1.18)

The light-matter quantum or polarization wave is called a polariton. There are two formalisms to consider polaritons[20], in particular, through semiclassical dielectric theory and quantum theory. The first is derived using Hopfield equations[24], which are derived from Maxwell equation for polarization of the medium. Hereafter, we are interested in the situation when active material is embedded inside a planar microcavity. Hopfield equations can be simplified leading to the *two-oscillator model*[18, 25] which provides the polariton dispersion in analytical and simple form

$$(\omega - \omega_X + i\gamma_X)(\omega - \omega_{\text{cav}} + i\gamma_{\text{cav}}) = V^2,$$

with $V^2 = \frac{(1 + \sqrt{R})^2}{2\sqrt{R}} \frac{c\hbar\Gamma_0}{n_{\text{cav}}L_{\text{eff}}}$  \hspace{1cm} (1.19)

where $\omega_X, \omega_{\text{cav}}$ is an exciton and a Fabry-Perot mode energy, $\gamma_X, \gamma_{\text{cav}}$ is an exciton and a Fabry-Perot mode linewidth, $\Gamma_0$ is the exciton homogenous linewidth. Using the above notation, the condition for strong coupling is $4V^2 > (\gamma_{\text{cav}} - \gamma)^2$, together with the condition on exciton and photon linewidths $\gamma_X, \gamma_{\text{cav}} < \Omega_R$ where $\Omega_R$ is Rabi splitting

$$\Omega_R = 2\sqrt{|V|^2 - \frac{1}{4}(\gamma_{\text{cav}} - \gamma)^2}$$  \hspace{1cm} (1.20)

In order to calculate $V$ for experimental parameters, we take a cavity with an average of 25 GaAs/AlAs DBR layers, reflectivity $R = 0.9999$ as calculated in Sec. 1.1.3. $L_{\text{eff}}$ for 1\(\lambda\) GaAs cavity is 2.6\(\mu\)m Sec. 1.1.3. InGaAs/GaAs quantum well exciton homogenous linewidth is $\simeq \Gamma_0 = 40\mu$eV. Inserting these values into Eq.(1.19) and Eq.(1.20), we obtain $V = 1.3\text{ meV}$ and $\Omega_R = 2.6\text{ meV}$ which agree with experimental values.

The advantage of this model is that it includes finite mode linewidths in a simple manner. Polariton energies and linewidths are plotted in Fig. 1.3a) as a function of
detuning $\delta = \omega_{\text{cav}} - \omega_X$. In Fig. 1.3b), the Rabi splitting and the polariton broadening are plotted as a function of the DBR reflectivity, after Ref.[18]. The transition between weak and strong coupling regime is evident for $R=0.85$.

\[ H_0 = \sum_k \left( E_{\text{cav}} a_k^\dagger a_k + E_X b_k^\dagger b_k + \hbar \Omega_R (a_k^\dagger b_k + a_k b_k^\dagger) \right) \quad (1.21) \]

where $a$ is a photon operator, $b$ is an exciton operator in the second quantization \(^4\), we used notation $k = k_{xy}$. In order to find eigenstates of the system, the Hamiltonian from Eq.(1.21) is diagonalised leading to

\[ H_0 = \sum_k \left( E_{\text{LPP}} p_k^\dagger p_k + E_{\text{UP}} u_k^\dagger u_k \right) \quad (1.22) \]

\(^4\)Creation and annihilation operators are defined as $\hat{a}^\dagger |n\rangle = (n+1)^{1/2} |n+1\rangle$, $\hat{a} |n\rangle = n^{1/2} |n-1\rangle$ respectively, where $|n\rangle$ is the number state which corresponds to the harmonic oscillator eigenstates with $n$ quanta of energy[27]. Polariton operators satisfy bosonic commutation rules: $[a_k, a_{k'}^\dagger] = [a_k^\dagger, a_{k'}^\dagger] = 0$, $[a_k, a_{k'}] = \delta_{kk'}$. 

---

**Figure 1.3:** In a) the polariton energy(top) and linewidth(bottom) are plotted as function of detuning $\delta = \omega_{\text{cav}} - \omega_X$, dashed lines on both plots indicate uncoupled quantities. In b) the Rabi splitting and the polariton broadening are plotted as a function of the DBR reflectivity [18].
where \( p_k, u_k \) are lower and upper polariton operators obtained through unitary transformation

\[
\begin{pmatrix}
  p_k \\
u_k
\end{pmatrix} = \begin{pmatrix}
  X_k & C_k \\
-C_k & X_k
\end{pmatrix} \begin{pmatrix}
  b_k \\
a_k
\end{pmatrix}
\] (1.23)

where the \( X_c > 0, C_k < 0 \) are Hopfield coefficients. For the lower polariton branch, they are given by the following expressions:

\[
X_k = \frac{1}{\sqrt{1 + \left( \frac{\hbar \omega R}{E_{LP}(k) - E_C(k)} \right)^2}}
\]

\[
C_k = -\frac{1}{\sqrt{1 + \left( \frac{E_{LP}(k) - E_C(k)}{\hbar \omega R} \right)^2}}
\] (1.24)

The lower polariton operator is defined as \( p_k = X_k b_k + C_k a_k \), the quantities \( |X_k|^2 \) and \( |C_k|^2 = 1 - |X_k|^2 \) represent the exciton and photon content of polariton.

### 1.1.4.1 Discussion about dimensionality

In order to work in the strong coupling regime, excitonic and photonic components of polaritons have to have the same dimensionality to satisfy momentum conservation rules, see Table 1.2. During this work, we have studied coupling between 2-dimensional excitons and 2-dimensional photons. In particular, the Fabry-Perot mode energy is quantized due to confinement inside the cavity, compare Eq.(1.17), excitons were confined by quantum wells embedded inside a cavity or by the entire microcavity layer used as active material. In the latter case, cavity lengths were between 0.24 and 0.5 \( \mu m \) which is an intermediate regime between a bulk material and quantum wells cavities, namely, carrier confinement effects are absent but quantization of the exciton center of mass motion occurs[28, 29]. Strong coupling between a bulk \( n = 1 \) GaAs exciton and Fabry-Perot 2\( \lambda \) cavity mode with Rabbi splitting in the order of 4meV was reported [28]. Bulk microcavities exhibit smaller oscillator strength because of greater thickness and smaller exciton broadening (\( \gamma_X \sim 0.1 \text{meV} \)) as compared with quantum well structures. During this study, we did not observe signatures of strong coupling in bulk microcavities, cavity mode was red detuned from the bulk exciton by 20 – 50meV as will be discussed in Chap. 3.
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<table>
<thead>
<tr>
<th>Bulk</th>
<th>Exciton 3D</th>
<th>Strong coupling</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Photon 3D</td>
<td>Exciton-polariton</td>
</tr>
<tr>
<td>$k_{3D}$ selection rule</td>
<td>Extrinsic radiative process</td>
<td></td>
</tr>
<tr>
<td>Quantum well</td>
<td>Exciton 2D</td>
<td>Weak coupling</td>
</tr>
<tr>
<td></td>
<td>Photon 3D</td>
<td>Intrinsic radiative process</td>
</tr>
<tr>
<td>$k_\perp$ continuum</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quantum well</td>
<td>Exciton 2D</td>
<td>Strong coupling</td>
</tr>
<tr>
<td>in planar cavity</td>
<td>Photon 2D</td>
<td>Cavity-polariton</td>
</tr>
<tr>
<td></td>
<td>$k_{\parallel}$ selection rules</td>
<td>Extrinsic radiative processes</td>
</tr>
</tbody>
</table>

Table 1.2: Exciton-photon interaction for different dimensionalities [30]

1.2 MBE GROWTH

*Molecular beam epitaxy (MBE)* is a growth technique of semiconductor thin films developed in 1960s. Semiconductor materials are evaporated in a high vacuum environment from a solid state or liquid phase source, and deposited onto a heated substrate where they crystalize forming a single-crystal epitaxial layer. As the name indicates, molecules propagate as a beam with negligible interactions. In practise, growth takes place under high vacuum at a pressure $10^{-3} > p > 10^{-9}$ mbar, or in ultra high vacuum, $p < 10^{-9}$ mbar. The growth rate is controlled through the temperature of effusion cell, switching between the growth of different elements is done using shutters in front of the effusion cells. Growth on a wafer surface is an interplay between atoms’ adsorption, surface migration, incorporation, thermal desorption. Possible growth regimes are Layer-by-layer (Frank van der Merwe), layer plus islands (Stanski-Krastanov), and islands (Volmer-Weber) growth modes. In-situ characterization techniques, providing precise growth rate calibration, include reflection high energy electrons diffraction (RHEED) and ellipsometry. Post-growth characterization techniques include X-Ray diffraction, photoluminescence (PL), transmission electron microscopy (TEM).

1.2.1 MBE GROWTH OF III-V MICROCAVITIES

Relevant for this thesis is growth of As based III-V alloys, namely GaAs, AlAs, InGaAs. During this work we have designed and characterized 20 MBE grown wafers, samples were grown in the National Center for III-V Technology in Sheffield, United Kingdom, compare Appendix C.

The growth of III-V heterostructures takes place under V/III flux ratio of about 50 such that the growth rate is controlled by the pressure of group III-elements (Al,Ga,In)
while group V-element (As,P) desorb unless covalently bound. Suggested growth conditions are listed in Table 1.3. During the growth, group III adatoms defuse on the surface until they bind to As atoms. High diffusion lengths are maintained by keeping sufficiently low growth rate and by increasing substrate temperature \( T_{\text{sub}} \), which at the same time has to be kept below desorption temperature of compounds. Desorption temperatures are around 560°C for InAs, 640°C for GaAs, and 750°C for AlAs[31], compare \( T_{\text{sub}} \) in Table 1.3. The AlAs interface exhibits higher roughness, in the order of 2 nm, than GaAs interfaces, it is due to the higher surface migration of Ga than Al, namely 1 \( \mu \)m and 0.02 \( \mu \)m respectively as reported in Ref.[32]. When exposed to air, AlAs oxidizes stronger than GaAs as observed in ambient environment under FESEM, compare Chap. 3. The substrate temperature is monitored with a pyrometer and a thermocouple to achieve an accurate reading. Typical growth rates for GaAs and AlAs structures used in this work were 1\( \mu \)m/h resulting in 8 hour growth for the average microcavity structure. Growth rates are set by the cell temperatures which are equal to 300°C for Ga cell, 400°C for As, and 1000°C for Al. The stability of cell temperatures is crucial in order to maintain constant growth rates.

GaAs/AlAs/InGaAs alloys crystalize in zinc-blende lattice which consist of two interpenetrating fcc lattices where one of the lattice (Ga,Al,In) is shifted by \( a/4 \) [111] relative to the other (As) where \( a \) is the lattice constant. For fcc lattices due to symmetry, the stiffness tensor reduces to a matrix with only three independent constant elements \( C_{11}, C_{12}, C_{44} \)[33]. For the growth of AlAs on GaAs, the epilayer is grown with a lattice constant of the substrate, which is referred to as pseudomorphic growth which leads to a further simplification of the strain tensor elements

\[
\begin{align*}
\epsilon_{xx} &= \epsilon_{yy} = \epsilon_{m} = \frac{a_s - a_f}{a_f} \\
\epsilon_{xy} &= \epsilon_{xz} = \epsilon_{yz} = 0 \\
\epsilon_{zz} &= -2\frac{C_{12}}{C_{11}}\epsilon_{xx}
\end{align*}
\]

where \( a_s \) and \( a_f \) are the lattice constants of the substrate and the film respectively, \( \epsilon_m < 0 \) corresponds to comprehensive strain, while \( \epsilon_m > 0 \) to tensile strain. The surface energy of the grown layer is denoted as \( \gamma_s, \gamma_f, \gamma_{sf} \)[10] where \( s \) and \( f \) are energies of a substrate, film, and substrate-film interface layer. Different growth morphologies are deduced when comparing these energies, namely, if \( \gamma_f + \gamma_{sf} < \gamma_s \), growth of layers is favorable which is referred to as the Frank-Van der Merwe or layer-by-layer growth. When \( \gamma_f + \gamma_{sf} > \gamma_s \), growth of flat layers is overtaken by the growth of islands, this growth mode is called Volmer-Weber mode. The intermediate growth mode, \( \gamma_f + \gamma_{sf} \approx \gamma_s \) is called Stranski-Krastanov and consist of the growth of wetting
layer on the substrate which is followed by the growth of islands[10]. For AlAs on GaAs growth, due to small lattice mismatch, layer by layer growth is maintained. Above the critical thickness, strain relaxes by formation of misfit dislocation arrays called cross-hatched dislocation pattern with hatches along [110] and [1 ¯10]. More details on strain relaxation and strain compensation in these structures will be given in Chap. 4.

<table>
<thead>
<tr>
<th>Alloy</th>
<th>III/V flux ratio</th>
<th>$T_{\text{sub}}$</th>
<th>Growth rate (µm/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>InGaAs(001)</td>
<td>8-10</td>
<td>500-520°C</td>
<td>1</td>
</tr>
<tr>
<td>AlGaAs(001)</td>
<td>8-10</td>
<td>595-625°C</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1.3: Suggested growth conditions for alloys investigated in this work after Ref. [10, 31]

The cavity resonance depends on both the cavity and DBRs layers thicknesses, see Sec. 1.1.3, such that small errors in thickness and composition of any of the layers contribute to deterioration of the optical properties of the whole structure. For instance, systematic errors in the thickness of DBRs, e.g. a 5% reduction in the thickness of AlAs layer thickness in DBRs, reduces the stopband reflectivity from 99.95% to 99.91% and shifts the stopband by 30nm towards shorter wavelengths [31]. It is important to perform a careful calibration of growth rates with RHEED before each growth. Another common error is an uncompensated drift of the cell flux due to the material depletion, this has to be compensated by increasing the cell temperature. Growth conditions and material parameters can be extracted through reflectivity and photoluminescence measurements on an empty microcavity. In particular, stability and uniformity of the growth can be accessed through spatially resolved cavity linewidth measurements, such results will be shown in Chap. 3, however, if quantum well resonance is present, cavity linewidth is limited by the quantum well absorption.

Important for the growth of strongly coupled microcavities is to match the Fabry-Perot mode energy with the quantum well exciton energy, it is achieved by introducing the cavity layer thickness gradient over the wafer as will be discussed in Sec. 1.2.3 and Appendix C.

---

5Empty microcavity is understood here as a microcavity without quantum wells and not strongly coupled to the bulk exciton resonance.
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Figure 1.4: Example of the room temperature reflectivity map for GaAs microcavity with InGaAs quantum well, sample VN2303. The reflectivity of a stop band center (SB center) is mapped over the wafer using the color scale as shown. Spectrally resolved reflectivity is also shown for several positions on the wafer where 0 mm position denotes the center of the wafer and the position is changed along the big flat. The stopband bending visible on the plots is due to absorption of GaAs in the DBRs which is at 871 nm at room temperature. Close to the wafer edge no growth takes place due to shadowing of the wafer by the wafer mount, shown in red on the plot, reflection from this area can be disregarded.

1.2.2 MBE GROWTH OF QUANTUM WELLS

InGaAs/GaAs Quantum Wells: There are two contributions to the inhomogeneous broadening of excitons in ternary alloys, firstly, it is caused by exciton localization by the surface roughness in the quantum well plane, secondly, it arises due to surface segregation of compounds and randomness in the alloy. The surface segregation is caused by the net migration of compounds between crystalline sides in the growth direction which results in the concentration decreasing or increasing gradually between interfaces rather than having abrupt boundaries. Segregation is mostly pronounced for In atoms in GaAs/InGaAs quantum wells while GaAs/AlGaAs quantum wells have abrupt interfaces. Additionally, lattice mismatch between $a_{\text{InAs}} = 0.60583 \text{ nm}$ and $a_{\text{GaAs}} = 0.56503 \text{ nm}$ is $\varepsilon_m \simeq 7\%$, and growth of strained films in layer plus islands growth mode contributes to broadening of exciton linewidths [10].

AlGaAs/GaAs Quantum Wells: Microcavities with GaAs quantum wells have narrower linewidths as compared to InGaAs quantum wells, typically below 0.1 meV for well sizes higher than exciton radius. Because of reduced alloy disorder and negligible strain, heavy- and light-holes subbands couple to light causing in general more complicated polariton spectra consisting of three polariton bands, lower, upper and
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1.2.3 Advanced growth techniques

**Thickness gradient:** Due to the cell positioning relatively to the wafer and the cell geometry, the evaporated material flux $I$ is non-uniform over the wafer. In particular, for the wafer positioned axially with respect to the effusion cell orifice, the material flux emitted into a solid angle $\Omega$ is constant and is given as

$$I = \int \Gamma d\Omega \simeq \Gamma \frac{S}{R^2} = \text{const} \quad (1.26)$$

where $\Gamma$ is an emission rate, $S$ is a surface area, $R$ is distance between the cell orifice and the wafer. When the wafer is positioned nonaxially with respect to the effusion cell orifice, flux is $I \sim (R\cos(\theta))^2$ where $\theta$ is an angle between normal to the wafer and the cell orifice, compare the chamber geometry in the inset to Fig. 1.5a). In Fig. 1.5a), the material flux for the VG V90 MBE machine used to grow the samples investigated during this work was calculated assuming for simplicity a cell to be a point like source, it was deduced as $h \simeq \frac{dI}{dx} = \frac{2x}{(1+x^2)^{3/2}}$ and is plotted in green. For the center of the wafer at $x_0$, thickness gradient can be approximated with a linear slope calculated as 5%/cm what was confirmed experimentally by measurement of the cavity mode wavelength gradient over the wafer. On the other hand, for continuous wafer rotation, thickness uniformity over the wafer is better than 1% in agreement with a

Figure 1.5: a) calculated flux and thickness gradient are plotted, in the inset geometry of sample chamber in VG V90 MBE machine. b) upper polariton peak wavelength is plotted as a function of the position on the wafer, contribution from the chamber geometry is suppressed due to wafer rotation, contribution from cell equal to $0.33%/\text{mm}$ is plotted, experimental points are fitted with polynomial in red on the plot.

middle polaritons, compare Chap. 5.
manufacturer specification for this MBE machine. For continuous wafer rotation, gradient resulting from the chamber geometry is significantly suppressed, but a gradient resulting from the cell is present. During this work, two Al cells were used, the first cell had small quadratic gradient with a linear slope of 0.5%/cm, while the second cell had significant quadratic gradient with a linear slope 3.3%/cm as deduced from the energy gradient of upper polariton branch over the wafer shown in Fig. 1.5b). This gradient results from the Al cell gradient while Ga cell had negligible gradient what was deduced from the spatially invariant PL from InGaAs/GaAs quantum wells, Ga cell uniformity was better than 1% over the 3-inch wafer. Concluding, the thickness gradient resulting from the cell depends on the individual parameters of the cell and needs to be calibrated prior to the growth.

For the MBE growth of quantum wells, gradient of the well width over the wafer is undesirable and these structures are grown with continuous wafer rotation. For microcavity samples, gradient is desirable as it provides cavity mode wavelength tuning over the wafer such that the resonance with an exciton can be reached and both negative $\omega_{\text{cav}} < \omega_X$ and positive detunings $\omega_{\text{cav}} > \omega_X$ are present, see Fig. 1.5b).

Additional consideration on microcavity thickness gradient. Cavity thickness gradient over the laser spot should be less than the mode linewidth to avoid inhomogeneous broadening of the mode [34]. Taking designed linewidth of $7\mu$eV and using laser spot of 50$\mu$m diameter on the sample, required cavity gradient is 0.14meV/mm what gives 10meV tuning range over the 3-inch wafer. We compromised between inhomogeneous broadening and achievable tuning range within a wafer such that designed cavities with long photon lifetime have wedge of 0.6meV/mm.

1.3 Microcavity polaritons research trends

When we trace the amount of journal articles reporting work on polaritons in microcavities over last 20 years, we observe constant growth since the key paper from C.Weisbuch [1] in 1992, see Fig. 1.6. In 2011, 73 articles about microcavity polaritons were published. Journals with maximum number of published work are Physical Review B, Physical Review Letters, and Applied Physics. The research centers which contributed most work during this period were Ecole Polytechnique Federale Lausanne (Switzerland), University of Southampton (UK), University Blaise Pascal (France).
From the fundamental physics, most publications are dedicated to polaritonic Bose-Einstein condensation (BEC)[2, 3] with the average of several articles per year since 2000, also many articles was published on polariton superfluid since theoretical work from Carussoto and Ciuti[35] from 2004, followed by experimental observation of superfluid by Amo[6] in 2009. The polaritonic applications are revisited in Ref. [7], most significant contributions include work on polaritonic lasers with several publications per year since 1994, other devices explore spin properties of cavity polaritons and multistability. Newly emerging research fields are dedicated to microcavity polaritons in ZnO and GaN based structures since 2004 with several publications per year[25]. Moreover, field of zero-dimensional polaritons resulting from a coupling between QD and micropillar cavities is emerging since 2001 with several publications per year[36]. Most recently, since 2008, there is also a research dedicated to plasmon-polariton with several publications per year[37].
2 Experimental methods

During this work, we have used several experimental techniques in order to study different properties of microcavity polaritons. Primary experimental technique was the low temperature optical imaging spectroscopy which is discussed firstly. We have been constantly developing the optical setup in order to accommodate new functionalities needed in different experiments. In this Chapter, the building blocks of this setups are described while detailed experimental conditions used in particular experiments are given in the relevant Chapters. Further to this, in collaboration with the Chemistry department in Cardiff University, we developed and used chemical etching procedures to study dislocations in microcavity samples. Moreover, we employed field-emission scanning electron microscopy (FESEM) combined with differential interference contrast (DIC) microscopy techniques to study surface properties of structural defects in microcavities, refereed as point-like-defect (PDs). Furthermore, in order to study 3-dimensional properties of PDs, in collaboration with the London Centre for Nanotechnology in University College London, we used FESEM/focused ion beam (FIB) machine. We also developed antireflection coating for microcavity samples in collaboration with the clean-room staff in Physics Department in Cardiff University.

2.1 Sample preparation

Microcavity samples were grown on 2- and 3-inch GaAs wafers. Wafers were cleaved along natural cleavage direction namely, big flat (110) plane of the wafer and small flat (1T0) plane of the wafer in pieces 5 x 10 mm with 10 mm along the big flat using a diamond knife. A three-inch wafer was cut into 7 pieces excluding edges which were overshadowed by the sample mount during the MBE growth. In order to avoid contaminations of the samples, they were cleaved in the clean-room, handled with tweezers and stored in secured boxes. If the sample surface was contaminated, it was cleaned using a four stages cleaning procedure, namely, it was successively immersed
in trichloro-ethane, acetone, methanol and isopropanol at 80°C for 5 minutes, followed by a dip in deoxidizing 5% solution of ammonia in water at room temperature for 30 seconds. The resulting surface was assessed using an optical microscope and SEM.

2.2 Optical Imaging Spectroscopy Setup

Table cover: The L-shaped optical table is covered with PVC frame, constructed as a part of this work, in order to isolate the optical setup from environmental influences (temperature gradient, air flow, dust, contaminations) and maintain laser safety. Table cover is mounted and supported by an aluminium frame and PVC side bars. Dimension of the frame was carefully designed to cover full table except cryostat as shown on Fig. 2.1.

![Figure 2.1: Optical table cover, on the left, open, on the right, closed.](image)

2.2.1 Low Temperature Measurements

The optical measurements on polaritons were conducted in the Cryovac KONTI IT Spectro 4 bath cryostat. The cryostat consists of a central sample chamber, a helium tank, a nitrogen shield, and the most outer vacuum shield. Helium or nitrogen liquids from the helium tank enter the sample chamber through manually regulated needle valve, they are vaporized on the heat exchanger maintaining the set-point temperature inside the chamber. The sample chamber is pumped by a membrane pump providing required cooling efficiency, pumping speed is adjusted electronically. Temperature inside the chamber is monitored using Si diodes on the sample holder and on the heat exchanger. Vacuum shield is evacuated using two stage pumping system which consist of a membrane and a turbo pump to a pressure of $10^{-6}$ mbar to ensure thermal isolation of liquid gasses. Worsening of the vacuum indicates a leak between shields and vacuum, most likely due to wear of the sealing due to thermal expansion during thermal cycles of the cryostat windows, the sealing is made of In wires.
2.2.2 Excitation

2.2.2.1 Lasers

We used two lasers in different optical excitation configurations. Firstly, a mode-locked Ti:Sapphire laser was used. The laser system consists of a solid state Verdi V5 laser which pumps an ultrafast Mira 900F laser, made by the manufacturer Coherent. The Verdi is a solid state laser with the Nd:YVO4 crystal as the active medium. The Nd:YVO4 is pumped by high power semiconductor diodes at the common pump wavelength of about 800 nm, and emits at 1064 nm. This frequency is doubled giving emission at 532 nm by the second harmonic generation in lithium triborate (LBO) crystal. The laser output power is 5 W. Verdi pumps a Titanium sapphire crystal in the Mira oscillator. The Mira output is tunable between 710 and 1000 nm, it works in CW and pulse modes, laser polarization is horizontal. The pulse mode was used in our experiments with pulse duration of 100 fs and 76 MHz repetition rate. Stability of the output power of the Mira is given by manufacturer as 3% or better. The FWHM of the spectral width of the signal is 20 meV.

Secondly, a single-mode external cavity diode laser (Sacher Lynx) was employed to excite polaritons with well-defined energy. The nominal lasing mode linewidth is 20 neV (5 MHz), 100 times weaker is a broadband amplified spontaneous emission (ASE) with a spectral width of 50 meV [38]. The wavelength of this continuous wave (CW) laser is tuneable from 795.7 to 853.1 nm, as specified by the manufacturer [38]. Wavelength tuning is realized by tilting the grating inside the laser cavity, what can be made manually for a coarse wavelength tuning, and using piezoactuator for a fine wavelength tuning. The laser output power was 110 mW at the maximum driving current of 250 mA for the 810 nm wavelength. Laser output is s-polarized (vertical). The spatial intensity distribution of the laser beam was elliptical and had to be compensated with cylindrical lens, see discussion on the beam compensation in Sec. 2.2.2.1.1.

Microcavity samples resonance wavelength was centered around 850 nm and we worked with IR viewers, IR sensitive cards and IR USB cameras in order to align optical setup.

2.2.2.1.1 Ellipticity compensation The CW diode laser has elliptical beam with horizontal to vertical size ratio $\frac{1.3\text{mm}}{2.9\text{mm}}$ at the distance of 1.67 m from the laser head. To compensate for the beam ellipticity, we used a cylindrical lens. In order to calculate the required focal length $L_C$ of the cylindrical lens, we used the Gaussian
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beam approximation.

\[ E(r, z) = E_0 \frac{w_0}{w(z)} \exp \left( -\frac{r^2}{w^2(z)} \right) \exp \left( -ikz - ik \frac{r^2}{2R(z)} + i\zeta(z) \right) \]  

(2.1)

where \( r \) is a radial distance from the center axis of the beam, \( z \) is an axial distance from a beam waist, \( w_0 \) is the beam size, \( w(z) = w_0 \sqrt{1 + \left( \frac{z}{z_R} \right)^2} \), where the Rayleigh length \( z_R = \frac{\pi w_0^2}{\lambda} \), is a spot size\(^1\), \( R(z) = z[1 + (\frac{z}{z_R})^2] \) is a radius of curvature, \( \zeta(z) \) is the Gouy phase shift.

The position \( z' \) along the beam propagation axis where vertical and horizontal beam waists are equal is calculated as

\[ w_{0h} \sqrt{1 + \left( \frac{z' + \Delta}{z_{Rh}} \right)} = w_{0v} \sqrt{1 + \left( \frac{z'}{z_{Rv}} \right)} \]  

(2.2)

where \( \Delta = z(w_{0h}) - z(w_{0v}) \) is a relative distance between horizontal and vertical waists.

Cylindrical lens is placed at \( z' \), and it transforms the radius of curvature of the first beam in the radius of the second beam, which is calculated from the formula on the complex Gaussian beam radius:

\[ \frac{1}{q_{OUT}} = \frac{1}{q_{IN}} - \frac{1}{f}, \quad \text{where} \quad \frac{1}{q_{OUT}} = \frac{1}{R(z)} - i \frac{\lambda}{\pi} \cdot w^2 \]  

(2.3)

from where, for equal waists we get

\[ \frac{1}{R_{OUT}} = \frac{1}{R_{IN}} - \frac{1}{L_C} \quad \text{for} \quad z' = z(w_{0h} = w_{0v}) \]  

(2.4)

Calculated focal length of cylindrical lens was \( L_C = 1128 \) mm, the closest available match was \( L_C = 1000 \) mm, beam quality after compensation is shown in Sec. 5.5.1.

2.2.2.2 Dual lens holder

A dual lens holder was designed by the author in order to accommodate two high numerical aperture (NA) (0.5), 8mm focal length (6 mm working distance) lenses inside the sample chamber in the cryostat for coupling from both sides of the sample, and focus adjustment of the lenses at low temperature. Dual lens holder assembly is mounted onto the existing sample holder frame, for detailed sketches of this design

\(^1\)Spot size is defined here as \( I(\pm z_R) = \frac{1}{e^2} \) for normalized intensity
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Figure 2.2: Dual lens holder, in a) worm wheel assembly, in b) sample holder inset, in c) and d) dual lens holder mounted on the sample holder frame, the front and side view respectively.

see Appendix A. Fine focusing of the lens is achieved by placing it inside a worm-wheel and driving with worm. One rotation of the worm-wheel moves lens by 0.5\text{mm}\textsuperscript{2} ensuring overall focusing adjustment range of 5\text{mm}. The worm-wheel is supported by an aluminium plate. Assembled worm and worm-wheel is shown on Fig. 2.2a). Bars, driving worms, are guided using feed-throughouts outside the cryostat. Assembled dual lens holder is shown on Fig. 2.2c) and d), view from the top and from the side respectively. Worm and worm-wheel were manufactured from brass to match their thermal expansion coefficients in low temperatures[39] and because brass has a self-lubrication effect (contains a soft metal), remaining parts were manufactured from stainless steel and aluminium, compare sketches in Appendix A. The small parts were manufactured in the departmental workshop, while worms and worm-wheels were fabricated externally using computer numerical controlled (CNC) processing machine in

\textsuperscript{2}0.5\text{mm} is a tread size of the worm-wheel.
order to achieve high accuracy of processing. Moreover, a silicon temperature sensor was installed on the holder 1 cm away from the sample in order to monitor temperature inside the sample chamber, it has a temperature range between 1.5 and 500 K.

2.2.2.3 Acousto-optic modulator

In order to avoid sample heating for the experiment on parametric scattering of polaritons described in Chap. 5, the excitation was digitally modulated by an acousto-optic modulator providing pulses with 10 kHz frequency and 1% duty cycle resulting in 1 µs pulse duration. AOMs used here are from Intraaction. The ME-792E modulator driver with crystal oscillator frequency 79MHz and RF power capability of 2 Watts was used with pulse laser, while the ME-802E modulator driver with crystal oscillator frequency 80MHz and the same output power was used with the CW laser. AOMs have digital and analog inputs both of which were used here for the RF laser modulation. Digital input was taken from PC through Data Acquisition (DAQ) board and controlled by software interface written in LabWindows for the purpose of this work, software provides duty cycle adjustment between 0 and 100% in steps of 1%. The DAQ board was used as it ensures fast switching with frequency up to 100kHz, for higher frequencies transit times are visible on the pulse trace on the oscilloscope, namely, transit times at 1MHz frequency were resolved as \( \approx 0.1 \mu s \). DAQ board was connected with the AOM driver via the impedance matched chip SN74128 designed for high frequencies. AOM’s analog input was driven from Lock-In Amplifier SR844 from Stanford Research which acted as a function generator with a static wavefront in order to provide an amplitude modulation of the RF wave. All electrical connections between elements described above were impedance matched to the input impedance of AOM, which was 50Ω, to avoid electro-magnetic reflections.

2.2.3 Detection

The emission from a microcavity was detected spectrally integrated in real or reciprocal space using video CCD Sony cameras 620E and 340E, called CCD/NF for the near-field camera and CCD/FF for the far-field camera in Fig. 2.3. The DCR-TRV series from Sony gives optical zoom of 25x, and uses a 1/6-inch CCD chip as detector. It has a night-shot (IR sensitive), and super-night-shot (extended exposure times) mode for high sensitivity imaging.

For spectrally resolved detection, two spectrometers were used. We used the Horiba Jobin-Yvon iHR 550 imaging spectrometer with three gratings of 150, 600 and 1800
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grooves/mm providing resolution of 0.72, 0.18, and 0.06 nm respectively, blazed at 500 nm the first one, at 450-850 nm for the later two. The architecture of the spectrometer is the Czerny-Turner type with focal length of 550 mm. This spectrometer worked with the Roper Andor CCD with 1600 x 400 pixels array, pixel size 16 µm x 16 µm. Camera was air cooled down to T=-80°C.

2.2.3.1 IRIS spectrometer

The emission was imaged in real or reciprocal space into the input slit of an imaging spectrometer which was designed and built by Wolfgang Langbein and Stephan Schneider[40], it is called the IRIS spectrometer, designated ‘Spectrometer’ in Fig. 2.3. This is a high resolution grating spectrometer in Littrow configuration\(^3\). Spectrometer consist of a long focal length lens, \(f = 1900\) mm, which images the input slit of the spectrometer onto the Roper Scientific PIXIS:100BR Spectroscopy CCD-camera with chip consisting of 1340-100(horizontal-vertical) pixels, pixel size 20 µm x 20 µm. Spectrometer grating is 1200 grooves/mm blazed at 1 µm from the Jobin Ivon. Maximum aperture opening is 120 mm. Considering the finite width \(b\) of the entrance slit, spectrometer resolution is calculated using diffraction theory as[? ]

\[
\Delta \lambda = \left(\frac{f \lambda}{a} + b\right) \frac{d\lambda}{dx} \tag{2.5}
\]

\(^3\)The Littrow configuration meaning that light reflected from the grating propagate back into the same direction as incident light such that Littrow-grating acts as wavelength selective reflector.
Figure 2.4: In a), sketch of the IRIS spectrometer design, E entrance slit, S reflecting mirror, G grating, B aperture, L lens, K CCD camera. In b), energy and wavelength dispersion inside spectrometer, after Ref. [40].

where $f$ is the focal length of the lens, $a$ is the aperture size, $b$ is the width of the slit, $d\lambda/dx$ is a linear dispersion of a spectrometer. Taking experimental values $a = 120\text{ mm}$, $b = 30\text{ µm}$, $d\lambda/dx$ measured as $5.8\text{ pm/mm}$ for $800\text{ nm}$, we obtain $\Delta\lambda = 3\text{ pm}$ or $8\text{ µeV}$, compare with Fig. 2.4b). This does not account for aberration errors, from detailed analysis, spectrometer response line-shape was deduced as Voigt function with $18\text{ µm}$ Gaussian and Lorenzian FWHM each, see Sec. 3.4.1 for details.

2.2.3.2 2-dimensional spectrally resolved imaging

Real $I(x, y, \omega)$ and reciprocal $I(k_x, k_y, \omega)$ space transmission spectra were recorded using two different lens sets, LS1 and LS2 on Fig. 2.3, which imaged PH plane onto the entrance slit and the grating of the IRIS spectrometer. Two-dimensional images were acquired by translating the image across the spectrometer slit using lateral movements of two lenses. The position and movement of the optical elements were calculated using the transfer matrix formalism for paraxial rays after [41, 42]. In this formalism,
2.3 Chemical etching

Techniques used to reveal dislocations can be categorized into thin films methods such as chemical etching[23, 43], transmission electron microscopy (TEM)[44], scanning electron microscopy (SEM)[45], and bulk methods, such as decoration[44], X-ray diffraction[44], optical birefringence[46], and photoluminescence[47]. We employed chemical etching and polarization measurements. For the latter, dislocations are visible due to induced birefringence around TD[46]. The setup used in

a ray of light is represented by a vector $l$ with two components, the distance $r$ from the optical axis, and the angle $\alpha$ relative to the optical axis. The optical elements are described by $2 \times 2$ matrices $(M)$. In particular, lens with focal length $f$, distance $d$ in free space between elements are represented as

$$M_f = \begin{pmatrix} 1 & 0 \\ -1/f & 1 \end{pmatrix}, \quad M_d = \begin{pmatrix} 1 & d \\ 0 & 1 \end{pmatrix}$$

Light ray transformed by the optical elements is found as $l' = [r'; \alpha] = M_n \ldots M_2 M_1 l$ with $M_1$ being a matrix of the first element. Conditions used for the near field (NF, real space) imaging was such that the position on the sample was imaged onto the input slit of the spectrometer while direction on the sample was imaged onto the spectrometer grating. In order to satisfy the first of these conditions, real space component of the image $r'$ on the entrance slit has to be independent from the angular component $\alpha$ of the object. On the other hand, in order to image the far field of the sample (FF, directional space) onto the the input slit of the spectrometer, the real space component of the image $r'$ has to be independent from the real space component $r$ of the object. If both from above conditions are satisfied, imaging of the position and direction is made simultaneously and the configuration is called 4f, it is used in order to translate unchanged image of the object over a distance. Analogous conditions have to be satisfied for NF or FF imaging onto the grating. In order to translate the image across the entrance slit of the spectrometer, synchronized movement of two lenses LS1 and LS2 need to be made. The lenses are translated by $s_1, s_2$, the translated image is defined as $l' = M_f l + [0; s/f]$ where $s_1, s_2$ are calculated from the condition that the image of the object on the detector’s aperture does not depend on $s_1, s_2$. In order to ensure translation of the lenses, they are placed on the translation stages driven by the stepper motors through computer interface program.

Resolution of scans discussed in this work is in order of 0.5 $\mu$m (real space) and 0.05 $\mu$m$^{-1}$ (reciprocal space).
this experiment was a modified version of the setup shown on Fig. 3.1 extended by two $\lambda/2$ plates in excitation and detection, in order to introduce a phase shift of the linearly polarized laser, and analyzer in detection. We measured the QW sample at nitrogen temperature. However, high density of misfit dislocations along [110] and [110] directions dominated light polarization from the structure, and no threading dislocation induced birefringence was observed.

**Chemical etching** reveals dislocations by enhanced material removal around a threading dislocation core. This is a consequence of impurity atoms present at the dislocation which changes its chemical composition and reactivity as compared to the surroundings. The advantage of this method is that it requires less equipment and sample preparation as compared to the alternative method of TEM. It also allows to investigate large surface areas, which is necessary considering the small defect density. It also gives the one-to-one correspondence between etched pits and threading dislocations. In order to investigate if the observed PD are related to threading dislocations, we used an etching procedure [43, 48]. Since the sample is not destroyed in the process, it is possible to spatially correlate the etched pits corresponding to the threading dislocations with the PDs. Prior to etching, the sample surface is cleaned by successively immersing in trichloroethane, acetone, methanol and isopropanol at 80°C for 5 minutes, followed by a dip in deoxidizing 5% solution of ammonia in water at room temperature for 30 seconds. The resulting surface was assessed using an optical microscope and SEM. The KOH etch was prepared from granules which were melted in a test tube under open flame. To avoid cool down and recrystallization of the etchant, the baker with the KOH etch was placed on the hotplate heated to 360°C. The temperature was monitored using a thermocouple. Sample was kept inside the molten KOH etch for 2 minutes. The etched pits were counted using a reflective optical microscope.

We also measured TDs propagation inside epilayer using **selective etching**. In order to selectively remove GaAs and AlAs layers, two etchants were prepared as described in Ref. [48]. Prior to etching, samples were cleaned in four solvents and ammonia solution as described above. GaAs etchant consisted of citric acid and hydrogen peroxide in 4:1 ratio, it removes GaAs with a rate greater than 4000 Å/min while AlAs with the rate less than 3 Å/min at room temperature. AlAs etchant consisted of phosphoric acid, hydrogen peroxide and water in a 3:1:50 ratio. It etches GaAs at 800 Å/min, and AlAs at a rate greater than 16000 Å/min. The etching of layers was timed according to Ref. [48], and assessed visually, as due to the broadband absorption, a GaAs layer is metallic, while a AlAs layer is blueish. After selective etching of several GaAs/AlAs double $\lambda/4$ layers with overall thickness higher than 2 µm [49],
KOH etching was repeated.

2.4 DIFFERENTIAL INTERFERENCE CONTRAST MICROSCOPY

Differential interference contrast microscopy (DIC), also know as Nomarski microscopy, is a bright field microscopy technique which exploits a difference in reflective indexes between specimen and its environment. For DIC used in transmission, the optical assembly consist of two polarizers and two Nomarski filters. Light from a Tungsten lamp is linearly polarized and transmitted through the first Nomarski prism, made of birefringent material, which separates ordinary and extra-ordinary rays into two beams and displaces them vertically (in the plane perpendicular to the sample plane, position axis in Fig. 2.5) by a shear displacement $\Delta$. After passing through the specimen, beams are recombined in the second Nomarski prism and pass through the second polarizer which is orthogonal to the first one in order to remove directly transmitted light.

In this experiment, DIC in reflection was used. A Nomarski prism assembly (DIC Slider U-DICT with Polarizer U-ANT) is mounted in an Olympus BX-50 upright microscope which provides Köhler illumination\(^4\) from a mercury arc lamp filtered using a green filter and further split by the Normarski prism into two beams 1,2 shifted by the shear displacement $\Delta$ in the object plane, with linear polarizations along and orthogonal to $\Delta$. The reflected beams are recombined by the same prism, creating a polarization state depending on their relative phase $\varphi_1 - \varphi_2$. The transmission through the polarizer depends on the polarization state, such that the intensity depends on the relative phase in the way

$$2I_{\text{DIC}} = I (1 - \cos (\phi_o + \varphi_1 - \varphi_2))$$

(2.7)

where the offset phase $\phi_o$ is introduced by an adjustable spatial offset of the Normarski prism along the optical axis from its nominal position for which the beams are not displaced in the directional space (objective back focal plane). The shear $\Delta$ is similar to the optical resolution of the microscope objective, which allows to approximate the phase difference between the two beams in first order as the shear times the phase

\(^4\)Köhler illumination provides a homogenous sample illumination and prohibits the light source image formation on the sample. Köhler illumination requires a high intensity illumination source, collector lenses, an adjustable field diaphragm, a condenser diaphragm, and condenser lenses in order to illuminate sample, field diaphragm and condenser diaphragm regulate the size and intensity of the illumination spot on the specimen, respectively.
gradient at the observed position, \( \varphi_1 - \varphi_2 \approx \Delta \cdot \nabla \varphi \), such that Eq.(2.7) can be written as \( 2I_{\text{DIC}} = I(1 - \cos(\phi_0 + \Delta \cdot \nabla \varphi)) \). Choosing \( \phi_0 = \pm \pi/2 \), and developing up to first order in the phase difference, we get \( 2I^\pm_{\text{DIC}} = I(1 \pm \Delta \cdot \nabla \varphi) \). Measuring \( I_{\text{DIC}} \) for both offset phases, we determine the contrast

\[
C_{\text{DIC}} = \frac{I^+_{\text{DIC}} - I^-_{\text{DIC}}}{I^+_{\text{DIC}} + I^-_{\text{DIC}}} = \Delta \cdot \nabla \varphi \quad (2.8)
\]

We can now integrate the contrast along the shear direction to retrieve the phase \( \varphi \). In reflection, the phase is related to the surface height \( h \) by \( \varphi = \frac{4\pi h}{\lambda} \) with the wavelength \( \lambda \) of the light, such that we arrive at

\[
h(s) = \frac{\lambda}{4\pi|\Delta|} \int_0^s C_{\text{DIC}} ds' \quad (2.9)
\]

where \( s \) denotes the position in the sample plane along the direction of the shear \( \Delta \). We assumed here that sample is not birefringent and that the phase shift of the reflected light is given by the height of the sample surface only, neglecting internal interfaces. The latter is justified as the green light is absorbed strongly by the structure. The height \( h(s) \) was determined using Eq.(2.9) with \( s \) along the direction of the shear \( \Delta \). In the measurements presented in this work we used a UplanFL 20x/0.5NA objective, for which the shear was determined to be \( |\Delta| = 0.55 \mu m \) using a calibration slide in transmission DIC consisting of a PMMA pattern of a 200 nm thickness.
on a glass coverslip, in which case the phase is given by \( \varphi = 2\pi h(n_1 - n_2) \) with the refractive index difference \( n_1 - n_2 = 0.48 \) between PMMA and air. To compensate for systematic errors, the measured \( C_{\text{DIC}} \) across the center of the defect was corrected by the \( C_{\text{DIC}} \) along a line displaced perpendicular to the shear, just outside of the defect. An examples of a measured \( C_{\text{DIC}} \) and the resulting height profile \( h(s) \) for defect PD4 are shown in Fig. 2.5.

2.5 Dual FIB/FESEM Machine for Volume Imaging

To investigate the sample structure below the surface, we used a Carl Zeiss XB1540 Cross-Beam focused-ion-beam (FIB) microscope which combines an ion-beam milling/imaging column with field-emission scanning electron microscope (FESEM) [50], providing an imaging resolution of about 50 nm for the samples studied. This system operates in ultra-high vacuum in order to avoid contamination of the source, and to prevent electrical discharge in the high voltage column. Ions extracted from the liquid Ga source are accelerated in the high voltage column (5–50 kV), and focused by electromagnetic lenses through the set of apertures. Beam shaping provides beams with currents between several pA and 30 nA. When Ga\(^+\) hits the surface of the specimen, different species are generated including sputtered atoms and molecules, secondary electrons (SE), and secondary ions (SI). For imaging, secondary electrons or ions are used. Secondary electrons provide images with good depth of field, while ions penetration length for maximum applied voltages of 30-50 keV will be limited to few nanometers. The bombardment of charged species onto the surface of an insulator can result in a distortion of the image due to charging effects. Charged regions will appear black when imaged with secondary electrons, as electrons will be deflected from the surface and do not reach detector. In order to minimize charging, samples are coated with a thin metal layer, e.g. Au, Cr.

2.6 Antireflection Coating

In order to minimize back-reflection on the interface between air \( n_1 = 1 \) and the GaAs wafer \( n_3 = 3.6 \), we developed antireflection coating. Material for coating was chosen such that its refractive index satisfies the Fresnel formula \( n_2 = \sqrt{n_1 n_3} = 1.9 \). Hafnium dioxide was used for the coating, its refractive index is written using the
Sellmeier formula

$$n^2(\lambda(nm)) = 1 + \frac{B_1\lambda^2}{\lambda^2 - C_1} + \frac{B_2\lambda^2}{\lambda^2 - C_2} + \frac{B_3\lambda^2}{\lambda^2 - C_3}$$

(2.10)

with parameters deduced as $B_1 = 1$, $B_2 = 0.85$, $B_3 = 0.82$, $C_1 = 21367$, $C_1 = 20000$, $C_1 = 1000$ [51]. From Eq.(2.10), the refractive index of hafnium dioxide at $850$ nm was calculated as $n_2 = 1.93$. Hafnium dioxide coating was deposited on the sample by thermal evaporation in the Edward Auto 306 electron-beam(EB) evaporator. We used HfO$_2$ powder with purity $>99.8\%$ from the company GfE Nürnberg. In the electron-beam evaporators, the material for the coating is sputtered from the crucible due to the bombardment with high energy electrons ($3$ kW) emitted by a tungsten filament and focused by electromagnetic lenses [52]. The thickness $L$ of the deposited coating layer is controlled by a quartz balance detector. Evaporation takes place under the pressure of $10^{-6}$ bar with the evaporator’s bell-jar pumped down by a diffusion pump with oil as the active medium. Evaporation of a HfO$_2$ layer of thickness $\lambda_{\text{cav}}/4 \simeq 230$ nm takes $30$ min.

In order to calibrate the deposition rate, firstly, hafnium dioxide was deposited onto a microscope glass slides. The thickness of the deposited layer was measured using the surface profilometer Dectac[53], and white light reflectometry. Dectac profilometer measures a surface thickness profile using a diamond stylus with $12.5 \, \mu$m radius, a surface area imaged during one measurement is in the range of $10$ to $50 \, \mu$m with a vertical resolution specified by the manufacturer as $1 \, \mu$m. Results obtained using a Dectac profilometer are combined with white light reflectometry which utilize the interference principle between the white light beam reflected from the surface of an investigated coating layer and reference beam reflected from the mirror, the two beams have a relative phase shift of $\varphi = \frac{2\pi n \cdot h}{\lambda_0}$, where $n \cdot h$ is an optical path difference, they are described by Fresnel equations for the reflection on multiple interfaces[21]

$$R = |r^2| \quad \text{where} \quad r = \frac{r_{12} + r_{23} e^{2i\beta}}{1 + r_{12}r_{23} e^{2i\beta}}$$

(2.11)

where $r_{ij} = \frac{n_i \cos \theta_i - n_j \cos \theta_j}{n_i \cos \theta_i + n_j \cos \theta_j}$, $\beta = \frac{2\pi n_2 h \cos \theta_2}{\lambda_0}$, $n_{1,2,3}$ are as defined above, $\theta_{1,2,3}$ are angles of incidence for materials $1, 2, 3$ which were air, coating layer, and glass slide. Spectrally resolved interference was recorded by the spectrometer USB2000/Ocean Optics with $10$nm resolution, and a wavelength range between $200$ and $1100$nm. Fit was made in the following steps, firstly, spectrometer response was deconvoluted from the data and a Gaussian response was convoluted, in order to remove the tails of the response. Secondly, data is divided by the reference signal, finally, fit with Eq.(2.11)
Figure 2.6: Data measured with white light reflectometry, red line, data fitted using Eq.(2.11) in red.

is done using thickness, initialized by the value measured with Dectac profilometer. Example of a fitted data is shown in Fig. 2.6. Reflective index of a thin film is lower than for a bulk material, and it was found here as $n_2 = 1.75$. In order to improve the control over the growth and the quality of the coating, we studied the influence of a substrate temperature[54] and oxygen pressure on the Hafnium coating properties[55]. In general, after Ref.[56], refractive index of HfO$_2$ thin film increases with the substrate temperature and decreases with the oxygen pressure. However, this study was not conclusive as a cleanroom technician co-conducting the project could not commit more time to this project.

2.7 OTHER TECHNIQUES

Also atomic force microscopy images of the surface were obtained using Digital Instruments/Nanoscope SPM system in the collaboration with Nanophysics group in Cardiff University, some of these results will be discussed in Chap. 3
3 Point-like defects

Optical disorder in MBE grown GaAs based microcavities is typically dominated by point-like defects (PDs) and a cross-hatch dislocation pattern. PDs are discussed in the following chapter for two microcavity samples MC1 and MC2. Chapter is organized as follows. Firstly, in Sec. 3.1, an overview of defects and mechanisms of their formation will be presented. Secondly, in Sec. 3.1, details on experimental techniques will be discussed followed by the description of the investigated samples in Sec. 3.3. Further to this, in Sec. 3.4.1, results of an optical investigation on the sample MC1 will be presented followed by optical, surface and structural data on samples MC1 and MC2 together with results of the simulations in Sec. 3.4.2. In the end of sec 3.4.2 we discuss the 3-dimensional volume reconstruction of PDs in Sec 3.4.2.4 and growth kinetics in Sec 3.4.2.5. Finally, a summary will be given in Sec. 3.5.

3.1 Introduction

Point-like defects (PD) are commonly observed in GaAs based MBE grown microcavities with a surface density of about $10^4$/cm$^2$ and sizes and shapes typical of those ascribed to oval defects [57]. These defects produce rather extended surface modulations. Polariton modes in MCs have typical extensions of 10 micrometers, limited by mirror transmission$^1$ or residual disorder. These modes are therefore sensitive to the lateral inhomogeneities in the length-scale of 1-100 micrometer, making an excellent probe for structure quality. The resonant local transmission of the MC is modified by the PDs and spatially confined cavity modes are created, typically visible as a series of spectrally narrow localized modes, as will be shown here. Point-like-defects observed in MBE-grown GaAs based heterostructures are classified into several types, with the most common type being oval defects. According to Ref [58, 59], oval defects

$^1$Due to total internal reflection, polariton wavevectors coupled radiatively are $k \leq 7.4/\mu$m for GaAs cavity with AlAs/GaAS DBRs, while $k > 7.4/\mu$m are guided modes.
3.1. Introduction

Oval defects were extensively studied in the 1990s as they were responsible for the failure of electronic devices, for example field-effect transistors [58]. These defects have typical sizes in the order of several $\mu$m and a roughly 3:1 aspect ratio along the $[1\bar{1}0]$:[$110]$ crystal directions [59]. Their height on the surface were found to be several tens of nanometers. We observed in this work that the aspect ratio of these defects is decreasing with increasing growth temperature, producing nearly round defects of similar diameters and heights as oval defects but grown at higher wafer temperature. Round defects were previously attributed [62] to Ga oxide or effusion cell spitting. We found that both oval and round defects investigated in our work originate from a GaAs thickness modulation in an underlying GaAs layer, which we attribute to Ga droplets with sizes in the order of 100 nm emitted by the Ga source and impinging on the surface during growth.

The mechanism resulting in the presence of Ga droplets, of a size in the order of 100 nm, in the molecular beam of the source was previously ascribed [58] to an inhomogeneous temperature distribution in the Ga crucible of the source. Namely, Ga cools near the orifice of the crucible and forms droplets since it does not wet the pyrolytic Boron Nitride (PBN) crucible surface. These droplets can fall back into the liquid Ga causing a spray of secondary Ga droplets. Recommended methods to reduce this mechanism include: 1) use solid instead of liquid Ga; 2) modification of the orifice geometry of the Ga cell to inhibit condensed Ga droplets entering into the Ga source; 3) creating a positive axial temperature gradient toward the orifice to prevent condensation of Ga; 4) treating the crucible with Al, which forms a AlN layer which Ga is wetting, suppressing the formation of droplets. Another mechanism explaining the formation of an oval defect precursors is suggested in Ref [63] referred to as Ga source spitting. It was observed [63] that during heating of the Ga source up to 1200$^\circ$C, within the range of Ga evaporation [57], explosions in the Ga liquid were resulting in Gallium droplets on the MBE chamber walls. It was speculated that these explosions were due to Ga$_2$O$_3$ shells encapsulating Ga which create an effusion barrier. Another possible mechanism [64] is that particulates released from the walls of the MBE chamber are entering the molten Ga in the crucible causing a turbulent reaction. Summarizing, a variety of mechanisms for the Ga nano-droplet formation have been suggested, and the specific mechanism dominating in given growth will depend on a number of factors.
3.2 Setup

3.2.1 Optical imaging

The measurements described in this Chapter were made with the samples held in a cryostat in nitrogen gas at $T = 80$ K and gas pressure of 100-300 mbar. The samples were mounted strain-free on a $x - y$ mechanical translation stage. Real space $I(x, y, \omega)$ and reciprocal space $I(k_x, k_y, \omega)$ transmission spectra were taken in the low-intensity regime, here $I$ denotes intensity and $\omega$ the optical angular frequency. A sketch of the setup used for the measurements described in Sec. 3.4.1 is shown in Fig. 3.1a).

The single mode laser, compare Sec. 2.2.2.1, was used to excite the polaritons at normal incidence ($k = 0$) over a large size in real space ($\sim 1$ mm) from the substrate side. The Ti:Sapphire pulse excitation was spatially focussed to a spot of about 3 $\mu$m diameter using a lens of 0.15 numerical aperture, corresponding to an excitation wavevector range of $|k| < 1.1/\mu$m. The emission was collected from the epi-side by an aspheric lens of 0.5 NA (L3 in Fig. 3.1) with a wavevector range of $|k| < 4/\mu$m,
providing a spatial resolution of about $1 \mu m$. For the measurements described in Sec. 3.4.2, the optical imaging setup was extended by the dual lens holder which accommodates two aspheric lenses of 0.5 NA mounted at opposing faces of the sample inside the cryostat to focus the excitation and collimate the emission, respectively, see Sec. 2.2.2.2. The axial positions of both lenses are controlled at low temperatures to adjust the focus of excitation and detection. Additional modification of the setup was an introduction of a white light source in order to make correlative low temperature measurements on defects. The picture of the optical setup is shown on Fig. 3.1(b) with a modified part inside the red rectangular frame.

3.2.2 FIB MILLING AND FESEM IMAGING

This measurements were performed in London Centre for Nanotechnology (LCN) by the author. The internal epi-layer structure was exposed by FIB milling using FIB/FESEM machine as described in Sec. 2.5. Smooth cross-sections were obtained using a two stage milling procedure. In the first step, a high ion beam current of 2 nA, was used, resulting in fast milling but leaving a rough and inhomogeneous interface due to sputtering and redeposition of the material. In the second step, the surface was polished with a lower beam current of 200 pA removing a layer of about 500 nm per cut resulting in a negligible surface roughness. In the next steps, layers with a thickness of $1 \mu m$ or less were removed using the low beam current. Different stages of this milling procedure are shown in Fig. 3.2. Before milling, the oval defect (PD3) is seen in SEM (Fig. 3.2a), with the vertical image scale corrected for the viewing angle of $36^\circ$ to the sample surface. A rectangular well of about $6 \mu m$ width and $7 \mu m$ depth is milled into the surface to one side of the defect (Fig. 3.2b), exposing a cross-section through the epi-layers to be measured at its side walls. After imaging the exposed cross-section with SEM, the subsequent cross-section at a controlled distance further into the structure is milled. Steps sizes of about $1 \mu m$ were used at the outskirts of the defect, reducing down to 100 nm at its center to resolve the defect source. The cross-sections were $6 - 7 \mu m$ deep to expose the complete epitaxial structure, and their width was adjusted to the lateral extension of the defect observed at the surface. During these measurements, we used 10 kV on the SEM gun for imaging, 30 $\mu m$ SEM aperture, for imaging we used secondary electrons, the vacuum chamber was at pressure of $4 \cdot 10^{-9}$ bar.
Figure 3.2: SEM images of oval defect PD3. a) prior to milling, green lines indicate defect extension on the surface. b) after milling the well exposing the epilayer cross-section at its side wall. On the lower part of the images, the edge of the alignment photomask is visible, details in text.

In order to mark defects on the sample surface for the correlative studies, a gold alignment mask was fabricated on the surface by photolithography. The mask consisted of a grid of $400 \mu m \times 400 \mu m$ squares with column and row indexing. Considering the defect density in the order of $10^3/cm^2$, this mask allows to trace individual defects through the different measurement techniques used in the present investigation.

Figure 3.3: Negative of the mask (left), DIC microscopy photo of a sample surface after photolithography (right), one square corresponds to $400 \times 400 \mu m$. 
3.3 Investigated microcavity samples

In this work we investigated two microcavity samples, MC1 and MC2, grown in a VG Semicon V90 MBE machine with a hot-lip Veeco 'SUMO' cell as Ga source, samples details are given in Table 3.1. The sample MC1 was studied in [23, 65] and these studies will be presented in Sec. 3.4.1 and Sec. 3.4.2, while sample MC2 was studied in [65] and these results will be discussed in Sec. 3.4.2. During the growth of MC1, the wafer temperature was ramped up to 715°C for the AlAs Bragg layers and down to 660°C for GaAs Bragg layers, while the cavity layer was grown at 630°C. During the growth of MC2 instead, the growth temperature was 590°C for all layers. The two samples show a significantly different aspect ratio of defects on their surface. In MC1 they are essentially round (see Fig. 3.15), while in MC2 they have an aspect ratio between 3:1 and 2:1 along the [110] : [110] direction as shown in Fig. 3.17. At a temperature of T=80 K, the cavity mode energy in the center of the wafer of MC1 (MC2) is at $\hbar\omega_c = 1.480(1.431)\text{eV}$, respectively, while the bulk GaAs exciton resonance of the cavity layer is at 1.508 eV.

<table>
<thead>
<tr>
<th>Sample</th>
<th>MC1</th>
<th>MC2</th>
</tr>
</thead>
<tbody>
<tr>
<td>cavity length</td>
<td>$1\lambda_c$</td>
<td>$2\lambda_c$</td>
</tr>
<tr>
<td>DBR periods top(bottom)</td>
<td>24(27)</td>
<td>23(26)</td>
</tr>
<tr>
<td>growth temperature</td>
<td>DBR AlAs</td>
<td>715</td>
</tr>
<tr>
<td>(°C)</td>
<td>DBR GaAs</td>
<td>660</td>
</tr>
<tr>
<td></td>
<td>cavity GaAs</td>
<td>630</td>
</tr>
</tbody>
</table>

Table 3.1: Parameters of samples MC1 and MC2.

Figure 3.4: Scanning electron micrograph of the studied microcavity MC1 (left), and a sketch of the sample structure (right) showing examples of defects, starting from different layers across the structure. The MD and TD are examples of misfit and threading dislocations respectively which propagate across the structure.
3.4 Results

3.4.1 Optical and surface studies

3.4.1.1 Disorder variation versus growth temperature

During the growth of the MC1 sample, the temperature was changed for the growth of different components as discussed in Sec. 3.3. For comparison, in Ref. [31] the sample was grown at a constant temperature of 620°C. A radial non-uniformity of the back-surface roughness due to As evaporation from the back-surface and resulting Ga-droplet formation was observed (see Fig. 3.5g). This indicates that the growth temperature was non-uniform across the wafer, an effect which is significant due to the usage of an undoped and back-side polished 3-inch wafer, leading to a weaker radiative coupling to the surrounding compared to doped wafers, increasing the infrared absorption, and unpolished wafers, decreasing the reflection and avoiding radiation trapping by total-internal reflection. The cavity resonance energy was varying by only 0.5% over the wafer, indicating an exceptional flux homogeneity of the Ga and Al cells. The polariton disorder instead was found to vary significantly as function of radial position $R$ on the wafer, as shown in Fig. 3.5a)-f) where transmission images and spectra are shown at different $R$. Close to the center ($R = 4$ mm), a cross-hatch pattern is visible and the polariton states excited at $k = 0$ show an inhomogeneous broadening of $\sim 100 \, \mu$eV. This cross-hatch disorder decreases with increasing radius, and is not discernible at $R = 32$ mm close to the edge of the wafer. The cross-hatch disorder is described in Chap. 4. In the wafer region with low cross-hatch disorder ($R = 32$ mm) the inhomogeneous broadening of the polariton line is only about $30 \, \mu$eV over millimeter sized regions. This exceptional spatial homogeneity is confirmed by the propagation of polaritons over hundreds of micrometers visible in Fig. 3.5 h) where the interference pattern of freely propagating polaritons with the ones scattered by the PDs is observed for oblique excitation a few degrees from normal corresponding to $k \approx (-0.3, 0)/\mu$m. PDs are visible in all sample regions, and form natural defects which we investigate further in the subsequent sections. The homogeneous polariton linewidth can be estimated by spectral speckle analysis [66] from the spectral speckle width in the spatially resolved transmission spectra shown in Fig. 3.5 d-f) which are found to be similar to the spectrometer resolution. In the region $R = 32$ mm, positions with a single peak were present, which we fitted with a Voigt function. The full width at half maximum (FWHM) of Gaussian and Lorentzian parts of the spectrometer response, which are equal to $18 \, \mu$eV each, were subtracted from the fitted broadenings of the measured lineshapes. The deduced homogenous (Lorentzian) FWHM linewidths
Figure 3.5: Disorder variation across the 3 inch wafer. Transmitted intensity for excitation at $k = 0$ with 100 fs pulses resonant to the cavity mode for samples from different radial positions on the wafer as indicated. a),b),c) spatially resolved, spectrally integrated. d),e),f) spectrally resolved as function of $y$ at a given $x$ position. Linear gray scale from zero (black) to white. g) Image of the back side of the wafer. h) as a), but for excitation at $k \approx (-0.3, 0)/\mu$m.
\[ \Gamma \text{ were between } 10 \mu eV \text{ and } 20 \mu eV, \text{ corresponding to lifetimes } T_1 = \hbar/\Gamma \text{ of } 30 - 60 \text{ ps.} \]

3.4.1.2 Polariton states bound to point-like defects

The spatial distribution of polariton energies can be visualized by resonant excitation with a spectrally narrow source. We used a single-mode external cavity diode laser (Sacher Lynx) with 5 MHz linewidth, compare Sec. 2.2, to excite the polaritons at normal incidence (\( k = 0 \)) over a large size in real space (\( \sim 1 \text{ mm} \)) from the substrate side. The emission from the epi-side was imaged onto a CCD. By tuning the excitation photon energy below the band edge of the extended cavity polaritons, individual localized states can be excited resonantly and appear as bright spots. By scanning the photon energy, the localized defect states within the excited area are sequentially addressed according to their eigenenergy. This excitation allowed to selectively image a specific polariton energy with a spectrally integrating detector. An example is shown in Fig. 3.6, where images corresponding to three different excitation photon energies are overlayed into a color image. The different colors of the localized states show their different eigenenergies \( \hbar \omega_n \). Different shapes of the localized states are also visible, and we find an average distance of a few 10 \( \mu \text{m} \) between the PDs with localized states separated by more than 1 meV from the band edge. To gain more detailed information about the set of states bound to an individual PD, we change excitation and detection setup to the pulsed 100 fs source centered \( \sim 10 \text{ meV} \) below.

![Figure 3.6: Spatially resolved color coded transmission intensity for photon energies of 1482.1 meV (red channel), 1482 meV (green channel), and 1473.8 meV (blue channel). Two localized states are labeled PD 1 and PD 2 for later reference. Animations of the data over the photon energy are available in Ref. [23].](image-url)
Figure 3.7: Spectral imaging of the emission from polariton states close to PD 1 of Fig. 3.6 in real and reciprocal space. The figure is split into two columns for space reasons. Each column shows on the left the intensity $I(k_x = 0, k_y, \omega)$ on a logarithmic color scale as indicated. The energy $\hbar \omega$ is shown relative to the polariton band edge at $\hbar \omega_c = 1.4833$ eV. The intensity of the individual states is given the middle in reciprocal space $I(k_x, k_y, \omega_n)$, and on the right in real space $I(x, y, \omega_n)$, using a linear color scale normalized to the maximum for each state. The state wavefunction number $\Psi_n$ is shown in the left upper corner of the 2-dimensional k-space images, the resonance energies relative to the band edge $\hbar \omega_n - \hbar \omega_c$ are shown in the left upper corner of the 2-dimensional real space images and the lifetimes are shown in the right lower corner of the 2-dimensional real space images for each state. The connection lines indicate the corresponding state in $I(k_x = 0, k_y, \omega)$. The tails visible in $I(x, y, \omega_n)$ are due to imaging abberations relevant at large $k$. 
Chapter 3. Point-like defects

the polariton band-edge, spatially focussed onto the PD. The emission was measured using spectrally resolved imaging in either real or reciprocal space, as discussed in section Sec. 2.2. The resulting data for the polariton states bound to PD 1 are shown in Fig. 3.7. On the left the directionally and spectrally resolved intensity $I(k_x = 0, k_y, \omega)$ is given on a logarithmic scale showing bound resonances and the continuum. A series of $n_1 = 16$ discrete resonances is discernable, at frequencies $\omega_n, n = 1..n_1$. The intensity distributions at these resonances in real and reciprocal space, $I(x, y, \omega_n)$ and $I(k_x, k_y, \omega_n)$, respectively, are proportional to the probability distributions $|\Psi_n|^2$ of the corresponding state wavefunctions $\Psi_n$ (assuming that the Bragg mirror reflectivity is independent of $k$ and all relevant emission directions $k$ are imaged). For convenience we show the localization energy $\Delta_n = \hbar\omega_n - \hbar\omega_c$ of the states, where $\hbar \omega_c$ is the band edge given by the minimum of the parabolic dispersion of free polaritons. The lifetime of each state is also shown, deduced from the linewidth by correcting for the spectrometer response, using a Voigt-fit as described in section 3.4.1.1. From the systematic error in the fit we estimate an error of $5 \mu$eV in the deduced linewidths, limiting the maximum measurable lifetime to about 100 ps. Many of the states show lifetimes in the order of 100 ps, corresponding to a Q-factor of $4 \cdot 10^5$, one order of magnitude higher than measured in mesa microcavity defects reported in Ref. [67].

In Fig. 3.7, the ground state $\Psi_1$ is observed at $\Delta_1 = -11.9$ meV. The shapes of the wavefunctions reveal a nearly cylindrical symmetry of the effective confinement potential $V_1(x, y)$ created by PD 1. The first excited state $\Psi_2$ is found at $\Delta_2 = -7.6$ meV, and shows a $p_x$-like symmetry, with a node at $x = 0$. $\Psi_3$ has $\Delta_3 = -5.8$ meV and a $p_y$-like symmetry with a node at $y = 0$. The energy splitting of $\Psi_{2,3}$ shows a breaking of cylindrical symmetry of $V_1(x, y)$. The next 3 states correspond to d-states, $\Psi_4$ having zero angular momentum and 2 nodes in radial direction, and $\Psi_{5,6}$ being superpositions of angular momentum 2. The non-degeneracy of the different n=2 states shows the non-parabolicity of the confinement. The higher states can be classified in a similar way with increasing number of nodes in the wavefunction.

PD 2 instead is not cylindrically symmetric as shown in Fig. 3.8a). The two lowest states $\Psi_{1,2}$ are separately localized to the left and the right of the defect center with a s-like wavefunction, indicating two separate minima of the potential. The left minimum confines also a p-like excited state $\Psi_3$, while the corresponding excited state on the right $\Psi_4$ is already extended along a horseshoe-shaped region, coupling to a d-like state of the left minimum. The next state $\Psi_5$ is a mixture of the left f-like state with the right d-like state. $\Psi_6$ is mostly localized on the tip of the horseshoe, possibly due to a local potential maximum close to the state energy, which is supported by the relatively small wavevector spread in $k_x$. A total of $n_3 = 11$ states are visible.
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a) as figure 3.7, but for PD 2 of Fig. 3.6 and $\omega_c = 1.4826$ eV. b) as figure 3.7 but for PD 3, (not shown on Fig. 3.6), and $\omega_c = 1.4815$ eV.

Some resonances are observed even above the continuum, indicating the presence of a potential barrier between the defect region and the surrounding continuum. The last reported defect, PD 3 (see Fig. 3.8b), not shown in Fig. 3.6), is similar to PD 1 in being approximately circular symmetric, but about a factor of 3 shallower. The ground state $\Psi_1$ is s-like, and shows a larger extension in real space and a smaller extension in reciprocal space than the ground state of PD1, as expected from the weaker confinement. A total of $n_3 = 12$ states are visible.
3.4.1.3 Coherent wavepacket dynamics

In the transmission experiment, all states are excited simultaneously and coherently to each other by the focused femtosecond laser pulse as was discussed in Sec. 2.2. The resulting transmission is accordingly a coherent superposition of the emission by the states after excitation. As seen on Fig. 3.8b), some states have a small energy difference, comparable to their linewidth. The emission at an energy close to their eigenenergy is thus a coherent superposition of the states, with an initial phase and amplitude determined by the spatial overlap between the state and the excitation field. We illustrate the effect of such a coherent superposition here with two examples. Firstly, we note the two p-like excited states $\Psi_{2,3}$ of PD 3 which are nearly degenerate ($\approx 100 \mu$eV separation). The emitted field close to their energy is a coherent superposition of the two wavefunctions $a\Psi_2 + b\Psi_3$, with amplitudes determined by the excitation. To compare the measurements with the theoretically expected result, we assume harmonic confinement and p-like wavefunctions $\Psi_{2,3} \propto (k_x, k_y) \exp\left(-\frac{k_x^2 + k_y^2}{a^2}\right)$ with frequencies $\omega_{2,3}$ and linewidths $\gamma_{2,3}$ which are a sum of the state linewidth and spectrometer resolution. The measured wave-function can be modeled as a coherent superposition of the two near-resonant states with a relative phase $\phi$ and amplitude $\eta$ given by the excitation conditions. This superposition can be written as

$$\Psi(k, \omega) \propto \left(\frac{k_x}{\omega - \omega_2 + i\gamma_2} + \eta e^{i\phi}\frac{k_y}{\omega - \omega_3 + i\gamma_3}\right) e^{-k_x^2 + k_y^2}$$

(3.1)

Similarly, for the d-like $l = 2$ states

$$\Psi_{5,6} = (k_x k_y, k_x^2 - k_y^2) \exp\left(-\frac{k_x^2 + k_y^2}{a^2}\right)$$

(3.2)

with frequencies $\omega_{5,6}$ and linewidths $\gamma_{5,6}$. Simulations according to these wavefunctions, using parameter values taken from the experiment as indicated in Fig. 3.9, give a qualitative agreement with measurements. Animations of the data over the photon energy are available in Ref.[23]. Some results showing localization of polariton condensates in defects exhibiting d-like symmetry was discussed in Ref. [68].

3.4.1.4 Confining potential

The observed localized polariton states can be related to an effective confinement potential $V_m(r)$ for the in-plane polariton motion where $m$ is the PD state number. We can estimate $V_m(r)$ using the spectrally integrated density of states $D_m(r)$ created
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Figure 3.9: Measured intensities $I(k, \omega)$ from the same experiment as shown in Fig. 3.8b), for energies $\hbar \omega$ as labeled, using fine steps across the p-states (left) and d-state (right) resonances. The corresponding calculated $|\Psi(k, \omega)|^2$ for the same energies are given to the right of each experimental intensity image. The energy is given in the upper part of each image, and increases from lower to upper panels as labeled. The parameters used in simulations according to Eq.(1) and (2) were $\tilde{\omega}_1 = 1.479115\, \text{eV}$, $\tilde{\omega}_2 = 1.479295\, \text{eV}$, $\gamma_2 = 58\, \mu\text{eV}$, $\gamma_3 = 73\, \mu\text{eV}$, $\eta = 1$, $\phi = 0$ for the p-state simulation, and $\tilde{\omega}_5 = 1.480381\, \text{eV}$, $\tilde{\omega}_6 = 1.480559\, \text{eV}$, $\gamma_5 = 37\, \mu\text{eV}$, $\gamma_6 = 50\, \mu\text{eV}$, $\eta = 1$, $\phi = 0$ for the d-state simulation.
by $V_m(r)$ below the continuum edge in the following way. On the one hand, this density can be calculated from the spatially resolved bound density of states

$$D_m(r) = \sum_{n=1}^{n_m} |\Psi_n(r)|^2$$  \hspace{1cm} (3.3)

where the bound state probability densities $|\Psi_n(r)|^2$ are taken as the normalized measured intensity

$$|\Psi_n(r)|^2 = \frac{I(r,\omega_n)}{\int I(r,\omega_n)dr^2}.$$  \hspace{1cm} (3.4)

This expression assumes that the emitted field is proportional to the polariton wavefunction, which is valid for a cavity lifetime which is constant for the in-plane wavevector components of the bound states. This is a good approximation for the data shown here since the maximum in-plane wavevector of about $2/\mu m$ is only 8% of the light wavevector in the Bragg Mirrors.

On the other hand, $D_m(r)$ is given by the integral of the free density of states from zero kinetic energy at the potential floor to the continuum when neglecting the spatial variation of the confinement potential, i.e. in the limit of small level splitting compared to the confinement potential. In two dimensions the density of states is constant and given by $D_{2D} = m/(2\pi\hbar^2)$, such that the integral over the density of states is given by $-V_m(r)D_{2D}$, and we find $V_m(r) = -D(r)/D_{2D}$. We use the effective mass of the polaritons from the measured dispersion $m = 2 \cdot 10^{-5} m_e$, where $m_e$ is the free electron mass. The resulting confinement potentials for the three investigated PDs are shown in Fig. 3.10. The symmetry of the potentials reflect the symmetry of the localized states. Comparing with the energies of the confined states, $V_m(r)$ seems about factor of 2 to small. Errors in the scaling of $V_m(r)$ are due to the length calibration of the imaging, which we estimate to have an accuracy of 30%, yielding a 70% error in $V_m(r)$, and to the effective mass $m$ which we estimate to have an error of 10%. Furthermore, the approximation of a small level splitting compared to the confinement potential yields an error intrinsic to the model. Using numerical simulations for a square well potential we find that the finite number of levels $n_m$ leads mostly to spurious spatial oscillations in the predicted potential, while the average is reproduced to a relative error of $1/n_m$, so about 10-20% in our case. A direct comparison of the polariton states and their energies in the confining potential $V_m(r)$ could be used to determine the $V_m(r)$ more accurately.
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![Figure 3.10: Confinement potential $V_m(r)$ estimated from the bound density of states $D_m(r)$ for the three PDs, on a color scale as given from 0 (black) to -5.4 meV (white).](image)

3.4.1.5 Origin of the point-like defects

In order to investigate if the observed PDs are related to threading dislocations, we used an etching procedure as described in Section 2.3. The sample surface after etching is shown in Fig. 3.11. Each rectangular etch pit marks a threading dislocations in its center. We found an etch-pit density of about $10^3$/cm$^2$, consistent with the manufacturer specification of the threading dislocations density for the GaAs wafer used as a substrate. The lines are scratches on the sample surface and/or misfit dislocations. Subsequently, low temperature transmission measurements were made together with reflection microscopy. The positions of the PDs was found to be not correlated to the etch-pits. Instead, the PDs coincide with the round to oval structures of 7-10 micrometer diameter on the sample surface, as demonstrated in Fig. 3.12. These defects are thus the origin of the localization potentials for the polaritons. An overview of several defects and their height profiles obtained using DIC microscopy is shown in Fig. 3.13.

![Figure 3.11: Sample surface under optical microscope after chemical etching with KOH, a) regions with high density of dislocations, b) surface misfit dislocation, c) dislocations pinned along a line.](image)
Figure 3.12: The same area of the sample surface was imaged using optical imaging spectroscopy, shown in column a), and DIC microscopy, shown in column b). No correlation is observed between etched pits and PDs. On the contrary, correlation between localized polaritons states and surface modulation is clearly observed. Defects marked PD4-6 are investigated further in Fig. 3.13. Rectangular shapes on the surface are etched pits.

From the DIC images, we have quantitatively extracted the surface profile of the PDs. They show a typical surface height modulation of several tens of nanometers, being approximately parabolic with a small depression about 10% of the height below the original surface at the edge, and a width of a few µm. The energy barrier to the continuum observed in the localized states (see Section 3.4.1.2) is likely to be related to this edge depression.

Also atomic force microscopy images of the surface were obtained, but due to the large extension and small height of the PDs no reliable results of the large scale topology could be extracted. Using field emission scanning electron microscopy (FESEM), the structures were imaged under grazing angle of incidence (70° to the surface normal) to enhance the contrast for the flat surface topology, and results are shown in Fig. 3.13. The shape is consistent with the DIC images. A ridge shaped structure close to the center of the dome is also visible. Growth related defects were categorized in Ref. [62], showing some defects which qualitatively resemble the ones discussed here.
We observed defects with different shapes, with the most common being nearly round defects with a weak ridge in the center, as shown on Fig. 3.13. According to Ref. [62] round defects with a nucleus originate from Ga oxide or spitting, while obscure ovals arise from Ga droplets, oxides or particle contaminants.

![Diagram of defect shapes and profiles](image)

**Figure 3.13:** Top: Sample surface after KOH etching imaged with DIC. Round defects corresponding to PDs are labeled. Below in the left column, individual height profiles of PDs obtained using DIC with the corresponding DIC images. In the right column, corresponding FESEM images of the PDs obtained under grazing angle of incidence (70° to the surface normal) to enhance the contrast for the flat surface topology. The grains on the surface are due to post-growth contamination. Sizes of defects obtained using different methods agree as shown on the pictures.
3.4.2 Optical, surface and volume structure studies

3.4.2.1 Sample MC1

The localized polariton states in the round defects of sample MC1 were examined in the previous section. Here we discuss the correlation between the states and the three-dimensional structure of these defects using two defects, PD1' and PD2', as examples. The localized polariton states of PD1' are observed in the hyperspectral transmission images shown in Fig. 3.14. The defect shows 16 localized modes down to $-9 \text{meV}$ below the polariton continuum. It can be noted that the lowest state observed here is of $p_x$-type symmetry. We expect to have 2 states with lower energies, another $p_y$-state and an $s$-state. These were not observed. To qualitatively model the states bound to this defect, we compare them with solutions of the 2D time dependent wave equation $(\partial_x^2 + \partial_y^2 - \partial_t^2/v^2) \Psi = 0$ with the velocity $v$ for elliptical boundary conditions. Using elliptical coordinates $x = c \cosh(\xi) \cos(\eta)$, $y = c \sinh(\xi) \sin(\eta)$ with the focus distance $c$, and the ansatz $\Psi(x,y,t) = R(\xi)\Phi(\eta)e^{i\omega t}$ results in the ordinary and modified Mathieu equations for the angular part $\Phi(\xi)$ and radial part $R(\xi)$, respectively [69]

\begin{align}
(\partial_\eta^2 + \lambda - 2q \cos(2\eta)) \Phi &= 0 \\
(\partial_\xi^2 + \lambda - 2q \cosh(2\eta)) R &= 0
\end{align}

where $q = (\omega c/2v)^2$ is the square of the normalized frequency. The solutions of $\Phi$ and $R$ are angular and radial Mathieu functions. For a given $q$, the periodic boundary condition of the angular part $\Phi$ in Eq.(3.5) determines a series of $\lambda_m(q)$ with ascending number of nodes $m = 0, 1, 2, ...$, each of which except $m = 0$ is a doublet, having an odd (o) or even (e) symmetry for inversion of $y$.

The elliptical boundary is given by a unique $c$ and $\xi_0$, at which the boundary condition, for example $R(\xi_0) = 0$, holds. This condition and Eq.(3.6) using $\lambda = \lambda_m(q)$ determines the mode frequencies $q_{n,m}$ corresponding to modes with ascending number of nodes $n = 0, 1, 2, ..$ in radial direction. Analytic expressions for the solutions are given in Ref. [70].

Since the polaritons show a quadratic in-plane dispersion for small wavevectors, their in-plane motion is well described by the Schrödinger equation [67]. By modifying the definition of $q$, the above solutions for the Helmholtz equation are also solving the Schrödinger equation for elliptical boundary conditions, such as the elliptical quantum well with infinite barriers [71].
Figure 3.14: Hyperspectral imaging of polariton states bound to PD1’ in MC1, measuring the spatially and spectrally resolved transmission intensity $I(x, y, \omega)$. First and fourth column: $I(0, y, \omega)$. The energy is shown relative to the polariton band edge at $h\omega_c = 1.4789$ eV. Intensity on logarithmic color scale as indicated. Second and fifth column: Real space intensity maps of individual states $I(x, y, \omega_l)$. The state number $n$ and the relative energy $h(\omega_l - \omega_c)$ are given, and the orange lines indicate the related peaks in $I(0, y, \omega)$. Third and sixth column: Real space distributions of corresponding squares of Mathieu functions, labeled by their parity (‘e’: even, ‘o’: odd), radial ($n$) and angular ($m$) order, and parameter $q$ (see Eq.(3.5) and Eq.(3.6)). Color scale as for measured data indicated in the first column.
The solutions to the problems exhibiting elliptical symmetry such as a particle confined in an elliptical infinite potential well are given by the Mathieu functions \[71\]. The solutions \[72\] \(|\Psi_{n,m,q}|^2\) for the boundary conditions corresponding to the elliptical quantum well with infinite barriers with the mode orders \(n, m\) assigned to the measured states of intensities \(|\psi|^2\) are shown in Fig. 3.14. For each energy state a qualitative agreement is observed, where \(q\) was adjusted to approximately match the ellipticity of the simulation to the measured states. The structural characterization of PD1’ by DIC and FIB/SEM is given in Fig. 3.15. The DIC data shows a diameter of the defect on the surface of about 6 \(\mu\)m, similar to the extension of the spatially resolved transmission from this defect, and a height up to about 15 nm. The FIB/SEM cross-sections show the origin of the defect - a thickened GaAs layer with a center depression in the third DBR period above the cavity, extending over 4 \(\mu\)m in \(x\), and adding about 60 nm in thickness in the center, visible in the \(y = 2.7 \mu\)m cross-section. Further discussion of the defect growth dynamics will be given later.

Figure 3.15: Structural characterization of PD1’. In a), DIC image of the sample surface (linear grey scale), and resulting height profile across the defect (green line). In b), SEM images of the cross-sections through the epitaxial structure are shown, taken along the black lines given in a). The relative distances from the edge of a defect are indicated.

We now move to the second defect PD2’ on MC1, for which the hyperspectral transmission images are shown in Fig. 3.16a). The states are arranged along a ring of about 6 \(\mu\)m diameter, with the lowest state localized at small \(y\), and higher states gradually extending along the ring, as in a one-dimensional harmonic oscillator, until the whole ring is filled. The underlying potential for the polaritons appears to be a ring-shaped
well, with a depth decreasing with increasing $y$. The analysis of the potential from the states shown in Sec. 3.4.2.3 confirms this interpretation.

The structural characterization of PD2’ by DIC and FIB/SEM is given in Fig. 3.16b). The surface profile is similar to PD1’, with a size of about 7 $\mu$m diameter. The defect source is much deeper in the structure than for PD1’, in the 23rd period of the DBR below the cavity, and has a larger height of about 90 nm. This height is about twice the nominal height of the GaAs $\lambda_c/4$ layer, and leads to discontinuities of the DBRs for about 4 layers above the defect. The deep center depression of the defect is consistent with the ring-shaped polariton confinement potential shown in (see Fig. 3.21).

Figure 3.16: In a), polariton spectrum of PD2’ with $h\omega_c = 1.4787$ eV, detailed description as for Fig. 3.14. In b) and c), structural characterization of PD2’, detailed description as for as Fig. 3.15
3.4.2.2 Sample MC2

This sample was grown at lower temperature than MC1 (see Table 3.1), and exhibits oval-shaped defects. Two examples of defects for this samples are given here, referred to as PD3’ and PD4’. The polariton states of PD3’ are visible in the hyperspectral transmission images in Fig. 3.17a). The states come in nearly degenerate pairs with point reflected wavefunctions, extended along the x-axis ([11\overline{0}]), for example the state pairs (1,2) and (3,4), (5,6). The states also have an approximate mirror symmetry about the x axis. Similar ”double-well” eigenstates were observed for several other oval defects in this sample. All of them exhibit the same sequence of states, while the number of confined states was varying.

![Figure 3.17](image)

Figure 3.17: In a), polariton spectrum of PD3’ with $\hbar\omega_c = 1.4353$ eV, detailed description as for Fig. 3.14. In b) and c), structural characterization of PD3’, detailed description as for as Fig. 3.15.
Localization of the states close to the center of the defect, and the absence of mixed states of different parities indicate a very high potential barrier in the middle, and deep wells on both sides, with the corresponding potential in \( y \) direction could be written as \( V(y) \propto \delta(y/b) + a/(|y/b| + 1) \) with the scaling constants \( a, b \). The resulting states of the two sides \( y \leq 0 \) do not mix significantly. The states for \( y < 0 \) are shifted by \(< 1 \text{ meV}\) to higher energies. In both wells we observe a ground state, followed by the first excited state some 4 meV above having one node and the second excited state some 2 meV further having two nodes, the third excited state some 2 meV with 3 nodes, and higher states.

The structural characterization of PD3’ is given in Fig. 3.17b) and c). The surface profile is oval, with the extension along [110] of 3 µm, reduced by a factor of two compared to the one of PD1’, while the extension along [1\bar{1}0] of 6 µm is similar to one of PD1’. The height of the surface modulation is about 140 nm, twice the value seen for PD1’ and PD2’, and about twice the nominal height of the GaAs Bragg layer. The height increase is consistent with the reduced lateral size when accommodating

![Figure 3.18: Polariton spectrum of PD4’ with \( \hbar \omega_c = 1.4343 \text{ eV} \), detailed description as for Fig. 3.14. Data consist of three merged spectrometer positions and covers around 50 meV energy range. Corresponding calculated squared Mathieu functions of different orders and parity, as indicated on the plot, are shown in the third column.](image)
the same volume. The defect source is in the 20th DBR period below the cavity.

We now move to the second defect PD4’ on MC2, for which the hyperspectral transmission images are given in Fig. 3.18. It shows the deepest localized states of all PDs studied, with the ground state 40 meV below the continuum. The states show an approximate mirror symmetry along the $x$ and $y$ axis. We can model them with Mathieu functions as shown in Fig. 3.18, using a strong ellipticity. The structural characterization of PD4’ is given in Fig. 3.19. The surface profile is oval as PD3’, but with a 20% smaller extension and a three time smaller height. The defect source is in second period of the DBR below the cavity, and has a height of about 100 nm. Being so close to the cavity, the additional GaAs has a strong influence on the polariton states, and the crater in the middle gives rise to a confinement potential with a barrier between the center and the peripheral area, as evidenced by the spatial distribution of the confined wavefunctions.

Moreover, we obtained AFM data on defects for this sample, example data is shown in Fig. 3.20. Defects height on the surface is in the order of 100 nm indicating that deposition of the droplet took place close to the surface.
Figure 3.20: Oval defect measured under AFM, a) 3-dimensional profile of the defect on the surface, b) the central cross-section of the defect surface profile along [110].
3.4.2.3 Potential Reconstruction

The observed localized polariton states can be related to an effective confinement potential $V_m(r)$ for the in-plane polariton motion. We can estimate $V_m(r)$ using the spectrally integrated density of states $D_m(r)$ created by $V_m(r)$ below the continuum edge as introduced in Sec. 3.4.1.4. The resulting confinement potentials for the investigated PDs are shown in Fig. 3.21. The symmetry of the potentials reflect the symmetry of the localized states.

![Figure 3.21: Potentials $V_m(r)$ of PDs calculated using formulas as discussed in Sec. 3.4.1.4. The color scale is given, covering 0 to -24 meV for PD1' and PD2' and 0 to -46 meV for PD3' and PD4'.](image)

3.4.2.4 Surface Reconstruction

The series of SEM cross-section images $S(x, y_n, z)$ taken at various $y_n$ (see Figs. 3.15, 3.16, 3.17, 3.19), provide volume information of the defects. To reconstruct the shape of the defects in three dimensions, we determine the position of the interfaces between the GaAs and AlAs layers in the SEM image. We use PD3’ (see Fig. 3.17) as an example here. The SEM images show a signal $S$, which is proportional to the detected secondary electron current, differing by about 10% between AlAs and GaAs surfaces. The RMS noise in $S$ was about 5% of the GaAs signal. SEM images were taken with a nominal magnification between 65600 and 79500. We calibrated...
the vertical ($y$) axis to match the nominal Bragg period, yielding pixel sizes between 10 nm and 12 nm with 2% error. The noise of $S$ is limiting the precision with which the layer interface positions can be determined. To enable a reliable fit of the interface positions, we have averaged the data over 5 pixels (60 nm) along $x$, orthogonal to the growth direction $z$. The resulting $\bar{S}(x, y_n, z)$ was fitted with a model function $S_m(z)$ of the epitaxial structure along $z$. The model assumes a Gaussian resolution of the imaging with a variance of $r/\sqrt{2}$, and a constant thickness $d$ of the $\lambda_c/4$ AlAs layers, not affected by the defect, which is motivated by the small surface diffusion length of AlAs compared to GaAs. The sequence of $L$ AlAs layers in GaAs is then described by

$$S_m(z) = a_0 + a_1 z + a_2 z^2 + A \times \sum_{l=1}^{L} \left[ \text{erf} \left( \frac{z - z_l}{r} \right) - \text{erf} \left( \frac{z - z_l - d}{r} \right) \right].$$ (3.7)

The polynomial coefficients $a_{0,1,2}$ describe the background, $A$ is half the signal difference between AlAs and GaAs, and $z_l$ are the positions of the lower interfaces of the AlAs layers. The layer index $l$ is the AlAs layer number in growth direction. The topmost 3-4 layers were excluded from the fitted region as the background varied strongly due to the change in secondary electron collection efficiency (see e.g. Fig. 3.15b). The resolution parameter $r$ was 40 nm corresponding to a FWHM of 67 nm. The fitted layer positions $z_l$ show a noise of a few nm. An example of such a fit is given in Fig. 3.22. Using the $z_l(x, y_n)$ for the different cross-sections $n$, we can

![Figure 3.22](image_url)
Figure 3.23: Height maps of AlAs layers in PD3’. The sequential numbers of the layers \( n \) are given. Linear grey scale from -20 nm (black) and +140 nm (white) relative to the nominal layer position. The layer 7 is the first above the GaAs layer containing the droplet, layer 27 is the first layer above the 2\( \lambda \) GaAs cavity layer, and layer 46 is the last fitted layer.

reconstruct height maps of the AlAs layers within the structure across \( x \) and \( y \). A linear slope and an offset along \( x \) were subtracted from each \( z_l(x, y_n) \) of an individual cross-section \( n \) to reproduce the nominal position outside the defect.

The height maps of PD3’ reconstructed from 15 cross-sections (see lines in Fig. 3.17, not all shown) are displayed in Fig. 3.23. The evolution of the surface modulation can be followed. The first layer above the defect source \((l = 7)\) shows the center depression of the GaAs, similar to what observed in liquid droplet epitaxy [73]. Two maxima of the thickness are observed along the preferential surface diffusion direction [1\( \bar{1} \)0]. With increasing layer number, first the depression disappears \((l = 9)\), followed by a general extension and flattening of the structure. By integrating height profiles of defect for different cuts we have determined the volume of the additional GaAs material as constant within the error. From this volume, we can deduce the radius
3.4. Results

of the deposited Ga droplet which is $86 \pm 6$ nm.

3.4.2.5 Growth kinetics

For all of the 15 PDs investigated by FIB/SEM in this work, of which four have been shown as examples, we find a similar origin - a local increase in a GaAs layer thickness with a depression in the center. The additional GaAs volume can only be created by a local deposition of Ga, as the growth is limited by the group III element, while the group V element As is provided in a much larger amount given by the V/III flux ratio of about 50, and desorbs if not bound to the surface with a Ga atom to form GaAs. The only available source for this excess Ga deposition are Ga droplets from the Ga source.

The shapes of the polariton potentials created by the PD are a consequence of the Ga droplet size, and its deposition position relative to the cavity layer. In order to simulate the 0-dimensional polariton states quantitatively, a full three-dimensional simulation of the mode structure in the cavity would be needed, which is beyond the scope of the present work. For a qualitative argument, one can use a first-order perturbation picture. The polariton intensity is decaying exponentially into the Bragg mirror with a decay length of about 400 nm. For PD2', the GaAs layer thickening is 50 nm, but it is separated by 23 DBR periods, about 3 $\mu$m, or 8 decay lengths from the cavity, where the polariton intensity has decayed to 0.02%. This results in a small influence to the polaritons and a small localization energy of the ground state of 5 meV. For this defect we observe a large central crater and DBR layer discontinuities, as can be seen on the central cut in Fig. 3.15. This could give rise to a repulsive central part of the PD2' potential as observed in Fig. 3.10.

In PD1', the Ga droplet had a similar size as in PD2' (GaAs thickening 90 nm), but it hit the surface only three DBR periods above the cavity layer. Even though the induced structural perturbation propagates away from the cavity layer, is has a much larger influence, with the third excited state at -9 meV and an estimated ground state confinement energy of 20 meV. The significantly smaller lateral extension of the defects in MC2 leads to a larger height of the perturbation, which in turn results in stronger confinement of polariton states with shapes as seen for PD3' and PD4'.

The evolution of the defect structure during growth can be pictured as follows. After a Ga droplet was deposited on the surface, Ga diffuses over the surface from the droplet to the surrounding areas. Due the large V-III flux ratio, there is sufficient surplus of As$_2$ impinging onto the surface to convert the diffusing Ga into GaAs, leading to an additional GaAs thickness which decays with the distance from the
deposition spot, according to the Ga diffusion length. The depression in the center of the resulting profile is due to reduced GaAs growth below the Ga droplet, which requires the diffusion of As through the Ga droplet to the GaAs surface. Once the droplet has been consumed, the subsequent GaAs growth generally tends to smooth the surface due to the Ga surface diffusion and the preferential attachment of Ga at monolayer steps, which have a density proportional to the surface gradient for gradients superseding the gradient due to monolayer islands (for a island size of 20 nm a gradient of 1%). Al instead has a much shorter diffusion length, and therefore the surface profile is essentially conserved during the growth of the AlAs layers. For Ga grown on (001) oriented substrate at 590°C at a V/III flux ratio of 2 and a growth rate of 0.25 µm/h the diffusion length was reported[32] to be 1 µm and 0.02 µm for Ga and Al, respectively.

The observed PD anisotropy of 1:2 to 1:3 along the [110]:[1 ¯10] directions for MC2 grown at a temperature of 590°C reduces to less than 1:1.1 for MC1 grown at 715°C. This finding can be explained by temperature dependent diffusion lengths $D$ for these two crystallographic directions. In [74] $D_{[110]} = 4D_{[110]}$ was found resulting in diffusion lengths of $L_{[110]} = 2L_{[110]}$ for a V/III flux ratio of 1.5 and growth temperatures in the range of 600°C, in agreement with the aspect ratio of the defects found in MC2. The reduction of the anisotropy for the higher growth temperature of MC1 indicates an activated diffusion with different activation energies in the two directions. At higher temperatures, the thermal energy supersedes the activation energies and a kinetically limited isotropic diffusion is recovered. The presence of different activation energies for diffusion in the two crystallographic directions is plausible as during growth the GaAs surface shows a reconstruction [75] giving rise to a channel-like structure along [110].

### 3.5 Conclusions

We have shown that oval or round defects in MBE grown GaAs microcavities create zero-dimensional polariton states of narrow linewidths. We have revealed their three-dimensional structure and their formation mechanism, an impinging Ga droplet during growth. While we have deduced effective confinement potentials for the defects, a quantitative modeling of the polariton spectra from the three-dimensional structural information obtained by the FIB/SEM data is presently missing. In the context of polaritonic devices [7] our work indicates an approach to manufacture two-dimensional polaritonic traps by intentional creation of Ga droplets at a specific position during the MBE growth of a microcavity, rather than ex-situ etching as described in [76].
This can be done by Ga droplet epitaxy [77] with a low density to create well-defined localized polariton states in microcavities. The narrow linewidths of the polariton states formed in this way are favorable for zero-dimensional polariton switches after Ref. [78].
4 Strain compensation

4.1 Strain in GaAs/AlAs microcavities

The lattice constants of GaAs and AlAs layers differ by 0.14% at room temperature, leading to strain in AlAs layers grown on GaAs substrates, which for a film thickness above a critical thickness \cite{45} relaxes by the formation of a cross-hatch dislocation pattern. In GaAs/AlAs microcavities, such cross-hatches influence the propagation of polaritons, and give rise to the elastic scattering and the appearance of a cross-shaped signature in the far-field emission from a microcavity \cite{41, 79–82}. Furthermore, they can cause a localization of polariton condensates observed in such microcavities in the strong coupling regime \cite{3}. In order to observe polariton fluid propagation over distances exceeding hundreds of $\mu$m, and spontaneous vortex dynamics in a homogeneous polariton superfluid, the cross-hatch pattern needs to be suppressed. One possibility to reduce the strain and thus avoid misfit dislocation formation is p or n-type doping with small atoms \cite{83}, such as carbon or silicon, respectively. This can be used in electrically pumped structures such as vertical cavity surface emitting lasers (VCSELs). However, the doping gives rise to free-carrier absorption, limiting the lifetime and thus the propagation length of polaritons. Moreover, the doping introduces electric fields which cause energy shifts of the quantum well (QW) excitons due to the Stark effect, and free carriers which broaden the QW exciton due to carrier-exciton scattering. In the following section, we propose and demonstrate the suppression of the cross-hatch dislocation pattern by the incorporation of strain compensating AlP layers into the AlAs layers of the DBRs.
4.2. Strain relaxation by development of cross-hatches

Figure 4.1: a) Sketch of the MD development in GaAs/AlAs heterostructures. The angle between the dislocation line and its Burgers vector is $\beta = 60^\circ$, and the angle between the Burgers vector and a line in the plane of the heterointerface perpendicular to the dislocation line is $\lambda = 60^\circ$. b) Sketch of the dislocation array development on the (111) slip plane, B and C denote different layers.

4.2 STRAIN RELAXATION BY DEVELOPMENT OF CROSS-HATCHES

Thin films of cubic semiconductors grown on (001) substrates with a moderate lattice mismatch $\varepsilon_m < 2\%$ grow in a layer-by-layer mode. For layer thicknesses exceeding the critical thickness [45], the strain relaxes by the formation of misfit dislocation arrays. A misfit dislocation (MD) is a mixed edge and screw dislocation [84], as shown in Fig. 4.1a) where the Burgers vector $\mathbf{b}_{MD}$ of the MD is decomposed into an edge dislocation ($\mathbf{b}_{edge}$), and a screw dislocation ($\mathbf{b}_{screw}$). The MD line lies in the heterointerface plane, while the accompanying threading dislocation (TD) line lies in a plane perpendicular to the heterointerface. TDs either propagate from the substrate or are created in the epilayers. In GaAs/AlAs multilayers, the TDs propagation from the substrate is suppressed [49] by a deflection into the interface plane along the $\langle 110 \rangle$ directions.

The mechanism behind the formation of the hatches parallel to the $\langle 110 \rangle$ and $\langle 100 \rangle$ directions was identified in Ref. [45] for GaAs/GaAs$_{0.5}$P$_{0.5}$ heterostructures grown on a (100) GaAs substrate with $\varepsilon_m = 1.8\%$. Using TEM and SEM, bending of threading dislocations on the heterointerfaces on $\{111\}$ slip planes was observed, providing a mechanism for the formation of MD arrays sketched in Fig. 4.1b. Following the notation given in Fig. 4.1a, the critical thickness is deduced by comparing strain force...
Table 4.1: GaAs, AlAs, and AlP lattice constants $a$, thermal expansion coefficients $\alpha$ and refractive indices $n$ at 850 nm wavelength at room temperature.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>GaAs</th>
<th>AlAs</th>
<th>AlP</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$ (nm)</td>
<td>0.56533 [85]</td>
<td>0.566162 [85]</td>
<td>0.54635 [14]</td>
</tr>
<tr>
<td>$\alpha$ ($10^{-6}$/K)</td>
<td>6.24 [85], 6.86 [85]</td>
<td>5.2 [86]</td>
<td>4.5 [9]</td>
</tr>
</tbody>
</table>

Due to the different thermal expansion coefficients $\alpha$ of GaAs and AlAs (see Table 4.1), they are expected to be lattice matched [86] around 900°C. The critical thickness for the growth of AlAs on a GaAs substrate at a temperature of 590°C calculated using Eq.(4.1) is $h_c \sim 0.6 \mu$m, with $b = a/\sqrt{2}$ as shown in Fig. 4.1a. For a full GaAs/AlAs Bragg period instead, using its average lattice constant, we find $h_c \approx 1.1 \mu$m.

Strain relaxation occurs gradually with increasing thickness $h > h_c$, creating an equilibrium MD density [84]

$$\rho_{MD} = \frac{\varepsilon_m}{b_{||}} \left( 1 - \frac{h_c}{h} \right) = \frac{\varepsilon_m}{b_{||}} R,$$

where $b_{||} = b \cos(\lambda)$ and $R$ being the fractional strain relaxation. For a AlAs/GaAs Bragg mirror of $h = 3.5 \mu$m, we find $\rho_{MD} = 2/\mu$m corresponding to $R = 68\%$. We measured a cross hatch density of $\rho_{MD} \sim 30/\text{mm}$, corresponding to $R = 1.5\%$. The MD formation thus remained far from equilibrium during the growth. However, even this small MD density is affecting the polariton propagation in the MC. In order to reduce the MD density one needs to reduce the lattice mismatch of the DBR.
4.3 Cross-hatches suppression by strain compensation of DBRs

In order to suppress cross-hatches, we grow AlAs$_{1-x}$P$_x$ to obtain an effective lattice matched ternary alloy as low index layer. AlAs$_{1-x}$P$_x$ is grown as a pseudo-alloy, namely, a superlattice of binaries AlAs and AlP instead of ternary alloy. For sufficiently thin layers resulting material has a bulk properties\[31\]. Thin AlP layer is sandwiched into the center of each AlAs layer of the DBR. This growth procedure provides a better control over the composition, specifically for the group V alloys. Additionally, we avoid interfaces in which elements of both groups III and V change, which can lead to interface layers modifying the band offset. Furthermore, by adding the lower index material AlP in the center of the low index layer, we enhance its reflectivity.

The values of the phosphorus fraction $x$ used in our study were chosen to lattice-match AlAs$_{1-x}$P$_x$ to GaAs at different temperatures as given in Table 4.2. The temperature dependent lattice constant $a(T)$ was calculated using the linear thermal expansion

$$a(T) = a(T_0)(1 + \alpha(T - T_0))$$

(4.3)

where $\alpha$ is the thermal expansion coefficient. Using $\alpha_{GaAs}$ from Ref.[85], GaAs and AlAs are lattice matched at $T = 1400^\circ\text{C}$, while for $\alpha_{GaAs}$ from Ref.[86] they are matched at $T = 900^\circ\text{C}$. In the sample design, we used the average of both values. The lattice constant of the ternary alloy was calculated using Vegard’s law for the lattice constants of the binary alloys and thermal expansion coefficients as listed in Table 4.1. Five microcavity samples with nominal phosphorus contents of $x = 0..3\%$ were grown (see Table 4.2). They consist of a bare 2 $\lambda_c$ GaAs cavity layer surrounded by AlAs$_{1-x}$P$_x$/GaAs DBRs with 26 and 23 $\lambda_c$/4 pairs on the bottom and top, respectively. The calculated temperature dependence of the lattice mismatch $\varepsilon_m$ of AlAs$_{1-x}$P$_x$ corresponding to the different samples is shown in Fig.4.2a.
Chapter 4. Strain compensation

Figure 4.2: (a) Calculated temperature dependence of the lattice mismatch $\varepsilon_m$ of AlAs$_{1-x}$P$_x$ for different AlP layer thicknesses as indicated. Parameters are taken from Table 4.1. (b) Real space transmission images of the investigated microcavities with different strain compensation. Intensity on a linear color scale as indicated. (c) Cross-hatch density as function of AlP layer thickness. Error bars for the layer thickness are estimated from the shutter transit times.
4.4 Polariton propagation

Resonant transmission was measured in order to determine the average density of cross-hatches. The samples were held in a bath cryostat at a temperature of $T = 80 \text{ K}$ to avoid GaAs absorption at the cavity resonance. The samples were illuminated from the substrate side and imaged from the epi-side using 0.5NA lenses. A detailed description of the setup can be found in Sec. 3.2.1, and Ref. [23]. The measured cavity mode wavelengths are shown in Table 4.1 and are red detuned by 50-80 meV from the bulk GaAs exciton [29] of the cavity layer at 1.508 eV. The real space transmission images of the samples under illumination with a nearly collimated beam of resonant 150 fs pulses and 250 $\mu\text{m}$ diameter are given in Fig. 4.2b. The observed cross-hatch density shows a clear dependence on the strain compensation. The resulting measured cross-hatch density versus the thickness of the AlP layer (see Fig. 4.2c) shows a minimum at 1.1 nm corresponding to a low index layer of AlAs$_{0.985}$P$_{0.015}$, which is nominally lattice matched at 700$^\circ$C, close to the growth temperature of 590$^\circ$C. Furthermore, the density reduction has a wider range for the [110] compared to the [100] direction. The non-equivalence of the two directions can be related to the breaking of the inversion symmetry by the lattice basis, and is not observed in Si/SiGe structures [88]. The varying density of point-like defects seen in the images - specifically the high density in the AlAs$_{0.985}$P$_{0.015}$ sample is attributed to a faulty lip heater in the Ga Veeco ‘SUMO’ cell of the VG V90 MBE (molecular beam epitaxy) machine. The influence of such defects on the polariton states are characterized in Ref. [23].

4.4 Polariton propagation in strain compensated structures

To exemplify the effect of the suppressed cross-hatch disorder on the polariton states, we compare in Fig. 4.3 the polariton propagation in 0% and 1.5% samples. Without disorder, they exhibit a in-plane quadratic dispersion with a minimum at the band edge $\hbar \omega_c$ at 1.4330 (1.4565) eV for the 0% (1.5%) sample, respectively, and an effective mass of $m = 2 \times 10^{-5} m_e$ determined from the measured dispersion, where $m_e$ is the free electron mass. We use a focussed excitation with a diffraction limited spot of about 25 $\mu\text{m}$ size, containing wavevectors $|\mathbf{k}| < 0.3/\mu\text{m}$. Exciting with a cw-laser at the polariton band-edge, we select the polariton states close to zero momentum. The excited polariton states (Fig. 4.3a) are strongly affected by the cross-hatch disorder, being localized between hatches. In the 1.5% sample instead, the virtual absence of the cross-hatch disorder enables the nearly free propagation of the excited polaritons. The interference fringes created by the scattering from the defects show a period of about 20 $\mu\text{m}$, corresponding to $|\mathbf{k}| = 0.16/\mu\text{m}$, and a kinetic energy of 47 $\mu\text{eV}$. The
Figure 4.3: Real space transmission images of the samples with no strain compensation (left column) and optimum strain compensation (right column). Color scale as in Fig. 4.2. Excitation energy relative to band edge were 0 meV in (a), 1 meV in (b), 6 meV in the inset of (b), and 0-10 meV in (c). Excitation wavevectors were $|\mathbf{k}| < 0.3/\mu m$ in (a), $|\mathbf{k} - (1.1, 0)/\mu m| < 0.3/\mu m$ in (b), $|\mathbf{k} - (2.3, 0)/\mu m| < 0.3/\mu m$ in the inset of (b), and $|\mathbf{k}| < 4/\mu m$ in (c). Dislocation distribution is spatially anisotropic what give rise to anisotropic polariton propagation from the excitation spot along [1\[\bar{1}0\]] and [110] directions, compare plot in c) first column for 0° and 90°,180°,270° angles.
free propagation at such a low kinetic energy gives an upper limit of about 20\(\mu\)eV for the residual disorder taking into account accuracy with which we could estimate kinetic energy. The single horizontal MD hatch present in the investigated region leads to the reduction of the emission in the hatch, evidence for an attractive potential increasing the local wavevector and a group velocity and thus reducing the polariton density in the hatch. Tuning the excitation energy about 1 meV above the polariton bandgap, polaritons propagate over distances in the order of 200 \(\mu\)m as seen in Fig. 4.3b. Polaritons excited with even higher kinetic energies of 6 meV and a wavevector \(k\) centered at (2.3, 0)/\(\mu\)m (see insets of Fig. 4.3b, the excitation position is indicated as a circle) propagate over hundreds of micrometers in the \(x\) direction. Fitting the data we deduced exponential decay lengths in the order of 1 mm. In the 0% sample, the propagation proceeds along the waveguide channels [41] provided by the cross-hatches, while in the 1.5% sample, the excited wavepacket is spreading according to its free propagation. Exciting instead with 150 fs pulses covering kinetic energies from zero to 10 meV, and focusing in real space to a diffraction limited spot of 1.5 \(\mu\)m size covering \(|k| < 4/\mu\)m, polaritons with a large range of kinetic energies are propagating away from the excitation spot (see inset of Fig. 4.3c). The interference pattern is suppressed by the short coherence length of the excited polariton wavepacket. To observe the omnidirectional propagation, we show the data in cylindrical coordinates centred at the excitation spot in Fig. 4.3c. In the 0% sample the propagation is anisotropic with the longest propagation length along the hatch directions [1\(\bar{1}\)0] and [110]. In the 1.5% sample instead, an isotropic propagation is observed, apart from the point-like defects.

4.5 Conclusions

In conclusion, we have proposed and demonstrated the suppression of the cross-hatch disorder in GaAs/AlAs microcavities by strain compensation, which was realized by incorporating thin AlP layers into the AlAs layers of the DBRs. Using an AlP layer thickness of 1.1 nm, corresponding to an effective AlAs\(_{0.985}\)P\(_{0.015}\) alloy of the low-index layer, a reduction of the cross hatch density by an order of magnitude is achieved, which reduces the residual polariton disorder potential to the 10 \(\mu\)eV range. This progress is important for the study of intrinsic collective polariton phenomena such as superfluidity, vortices and solitons.
5 Polariton parametric scattering

5.1 Parametric processes in a nonlinear crystal

Parametric process denotes a process in which light interacts with matter such that the initial and final quantum-mechanical states of the matter are identical [89] meaning that there is no energy and momentum transfer between light and matter as opposed to non-parametric processes.

Polarization of a continuous medium is written as a response to an applied electric field \( E \) as

\[
P(t) = \epsilon_0 \left[ \chi^{(1)} E(t) + \chi^{(2)} E(t)^2 + \chi^{(3)} E(t)^3 + \ldots \right] = \tilde{P}^{(1)}(t) + \tilde{P}^{(2)}(t) + \tilde{P}^{(3)}(t) + \ldots \tag{5.1}
\]

where \( \chi^{(i)} \) and \( \tilde{P}^{(i)}(t) \), are \( i \)-th order susceptibility and polarization respectively, \( \epsilon_0 \) is the permittivity of a free-space. In the following, we assume that medium is lossless and dispersionless. The above equations are written in a scalar form so that susceptibilities are scalars also. In general, for an anisotropic medium, tensor susceptibilities need to be used. If we consider the second order susceptibility, substituting Eq.(5.2) into Eq.(5.1), we find five frequencies of the polarization of the medium, namely \( 2\omega_1, 2\omega_2, \omega_1 + \omega_2, \omega_1 - \omega_2, 0 \) which describe processes of the second harmonic generation (SHG) for \( \omega_1 \) and \( \omega_2 \), sum-frequency generation (SFG), difference-frequency generation (DFG) and optical rectification (OR, static electric field created across the nonlinear crystal), respectively. Usually, one from above processes will be dominant in the created field resulting from the phase matching conditions for constituent
5.2 Parametric scattering of microcavity polaritons

waves\[89\]. For DFG process energy, conservation requires that \(\omega_3 = \omega_1 - \omega_2\), see Fig. 5.1. When the field with frequency \(\omega_2\) is already present in the material, it will be amplified by the DFG and is called parametric amplification. When there are no photons with \(\omega_2, \omega_3\) frequencies, and parametric process is spontaneously initiated it is called parametric fluorescence. When nonlinear crystal is placed in an optical cavity resonant with \(\omega_2\) and/or \(\omega_3\) this system is called optical parametric oscillator (OPO) with \(\omega_1, \omega_2, \omega_3\) called pump, idler and signal frequencies respectively. If the cavity is resonant with all three frequencies it is called triply resonant optical parametric oscillator.

Figure 5.1: a) sketch of DFG process, b) energy level diagram of DFG.

5.2 Parametric scattering of microcavity polaritons

The parametric scattering of microcavity polaritons is described in the lowest order by the third-order susceptibility which is a four photon process. Given a coherent population of pump (P) polaritons, which are scattered into signal (S) and idler (I) polaritons\[1\], the phase matching in time and space results in the conservation of energy \(2E_P = E_S + E_I\), and momenta \(2k_P = k_S + k_I\) where \(k\) is the wavevector. Polaritons scatter into eigenstates of the system \(E_{LP}(k), E_{MP}(k), E_{UP}(k)\) with \(B = \{LP, MP, UP\}\) denoting polariton lower, middle and upper branches\[2\]. Polariton optical parametric amplifier (OPA) was reported in Ref. [90] for a system of 2-dimensional excitons-polaritons in a structures consisting of InGaAs/GaAs quantum wells in a GaAs cavity embedded between GaAs/AlAs Bragg reflectors. Polaritons were resonantly excited and probed with pulsed laser in a time-resolved pump-probe configuration. Probe amplification was observed for a pump at the magic angle

---

1Notation denoting P, S, I for pump, signal and idler polaritons is used hereafter in this chapter.
2Notation denoting LP, MP, UP for lower, middle and upper polariton branches is used hereafter in this chapter.
Chapter 5. Polariton parametric scattering

for which energy and momentum conserving scattering is satisfied for signal polaritons according to the condition $\mathbf{k}_I = 2\mathbf{k}_P$, $\mathbf{k}_S = 0$, $2E_P(\mathbf{k}_P) = E_{LP}(0) + E_{LP}(2\mathbf{k}_P)$ where $E_{LP}$ is the energy of the lower polariton branch. Bosonic stimulation of pump polaritons by probe polaritons was deduced experimentally from the observation of an exponential dependence of the gain on the pump power above the pump threshold power. This effect originates from the bosonic enhancement, namely $\frac{dN_{final}}{dt} \propto (1 + N_{final})N_{pump}$, where $N_{final}$ denotes the polariton population at the probe wavevector, $N_{pump}$ polariton population at the pump wavevector.

CW pump-probe experiments on microcavity polaritons in OPO and OPA regimes were reported in Ref [91] demonstrating multiple scattering of polaritons.

A theoretical model describing spontaneous parametric fluorescence was discussed in Ref. [92], and extended to describe stimulated emission in Ref. [26]. This model is used here, a detailed discussion is given in Sec. 5.3.

Spontaneous parametric emission was experimentally investigated in Ref. [93, 94] providing evidence of scattering within phase-matched directional 8-shapes which were further explored as the entangled photon sources [94, 95] for the purpose of quantum information processing[96? ]. Experiment reported in Ref. [93] was done with pulsed excitation at lower polariton branch above magic angle. Luminescence was detected temporary and directionally resolved. The energy mismatch, defined as $\hbar\omega_\delta(\mathbf{k}) = |E_{LP}(\mathbf{k}_S) + E_{LP}(2\mathbf{k}_P - \mathbf{k}_S) - 2E_{LP}(\mathbf{k}_P)|$, imposes a limit on the polariton linewidth above which 8-shapes are not resolved. For the sample used in that study $|\hbar\omega_\delta(\mathbf{k})|$ was between 0.1 and 0.5 meV depending on $\mathbf{k}_P$, while the exciton broadening in the sample was 60 $\mu$eV. Dynamics of the polariton scattering within the 8-shapes was also modeled theoretically, good agreement between theory and experiment was

![Figure 5.2: Theory (left) and experiment (right) on polariton complimentarily after Ref.[95]](image-url)
found.
In Ref. [95], quantum correlations of microcavity polaritons were discussed both theoretically and experimentally. Parametric scattering of polaritons from two coherently excited pump states at magic angles \( \{k_p, -k_p\} \) into two corresponding idlers \( \{k_i, -k_i\} \) was considered. Interference at idlers was recorded as a function of relative phase-shift between the two pumps, compare Fig. 5.2. The quantum origin of the interference was verified by the time resolved measurement of interference fringes visibility, it agreed with theoretical predictions derived from quantum theory.
Measurements demonstrating an intrabranch OPO in a 2-dimensional semiconductor triple-microcavity in the weak coupling regime were reported in Ref. [97] where signal and idler beams were degenerate in momentum and split in energy. Most recently, the same group demonstrated an interbranch OPO of 1-dimensional exciton-polaritons and measured their time correlation [98, 99]. In this experiment, idler, signal, and pump beams were degenerate in energy and split in momentum, OPO operation was demonstrated in the same microcavity in the strong coupling regime at \( T = 10 \text{K} \), and in the weak coupling at \( T = 100 \text{K} \).

5.3 Theory of parametric scattering of microcavity polaritons

Theoretical foundations of the parametric scattering of microcavity polaritons excited by a resonant and coherent pump laser were given in Ref. [92] where the following points were addressed: 1) the peculiar dispersion, 2) the line-shape features, 3) the two dimensional directional emission pattern. In this model, there are three contributions to the system Hamiltonian, namely, lower polariton energy (the upper polariton is neglected), polariton-polariton interaction within the lower polariton branch with spin relaxation neglected, and polariton coupling with the external photon reservoir [18, 100]. This Hamiltonian is written as

\[
H = H_{LP} + H_{PP}^{\text{eff}} + H_{qm}
\]

(5.3)

where \( H_{LP} = \sum_k E_{LP}(k) p_k^\dagger p_k \) describes the lower polariton branch dispersion where \( p_k^\dagger, p_k \) are polariton creation and annihilation operators.

The polariton-polariton interaction term is

\[
H_{PP}^{\text{eff}} = \frac{1}{2} \sum_{k, k', q} \frac{\lambda^2}{A} V_{k, k'; q} p_k^\dagger q p_{k'}^\dagger q p_k p_k' \]

(5.4)
where $\lambda_X$ is the exciton Bohr radius, $A$ is the macroscopic quantization area. The interaction potential is

$$V_{k,k',q}^{PP} = 2 \left( \frac{h \Omega_r}{n_{sat} \lambda_X^3} \right) \left( |C_{k+q}| X_{k'} + |C_{k'}| X_{k+q} \right) + \left( \frac{6e^2/\epsilon \lambda_X}{\lambda_X^2} \right) X_{k+q} X_{k'} X_{k'-q} X_k \tag{5.5}$$

where $C$ and $X$ are Hopfield coefficients, $n_{sat}$ is the exciton saturation density, $\epsilon$ is the quantum well dielectric constant. The first part of Eq.(5.5) accounts for saturation of the exciton oscillator strength, the second term describes Coulomb interaction between excitons.

The cavity system interacts with an external electromagnetic field through the quasi-mode coupling Hamiltonian \cite{18, 92}

$$H_{qm} = \int d\Omega \left\{ \sum_k g C_k \alpha_{k,\Omega} + \text{H.c.} \right\} \tag{5.6}$$

where $\alpha_{k,\Omega}$ is the external photon destruction operator of wavevector $k$ and frequency $\Omega$. The spectrum of the polariton luminescence is written using a two-time correlation function\cite{100} of the time-dependent polariton field operator $p_k(t)$ as

$$I_{\text{par}}(k,\omega,t) \propto |C_k|^2 \text{Re} \int_0^{+\infty} d\tau e^{-i(\omega \tau)} \langle \hat{p}_k^\dagger(t+\tau) p_k(t) \rangle \tag{5.7}$$

In the steady-state, the photoluminescence simplifies to

$$I_{\text{par}}(k,\omega) \propto |C_k|^2 \text{Re} \left\{ \langle \hat{p}_k^\dagger(\omega) p_k(0) \rangle \right\} \tag{5.8}$$

where $\hat{p}_k^\dagger(\omega) = \int d\tau e^{i\omega \tau} p_k(\tau)$.

To calculate the photoluminescence, we need to determine the time-evolution of the coupled polariton operators $p_{ks}(t)$ and $p_{ki}(t)$ where $k_i = 2k_P - k_S$. The following assumptions are made in order to write equation of motion for polariton populations:

1. only scattering within the lower polariton branch is considered,
2. driving pump has the form $\langle p_{k_P}(t) \rangle = e^{-i\omega_P t} |p_{k_P}(0)|$ where $\omega_P = E_P/h$ is the pump frequency,
3. multiple scattering is neglected. The Heisenberg equation of motion\cite{101} for the polariton field neglecting the Langevin terms reads

$$i \hbar \frac{d}{dt} \begin{pmatrix} p_{ks}(t) \\ p_{ki}^\dagger(t) e^{-i2\omega_P t} \end{pmatrix} = M_k \begin{pmatrix} p_{ks}(t) \\ p_{ki}^\dagger(t) e^{-i2\omega_P t} \end{pmatrix} \tag{5.9}$$
Figure 5.3: Schematic comparison of the Hermitian (left side) and anti-Hermitian coupling (right side) between two damped oscillators. The Hermitian (anti-Hermitian) coupling produces level repulsion (attraction) with increasing interaction energy $|V|$. The evolution of the eigenvalues in the complex plane is also shown at the bottom, after Ref. [26].

where the coupling matrix is

$$\hat{M}^\text{par}_k = \begin{pmatrix} \hat{E}_{\text{LP}}(k_S) & E_{\text{LP}}^{\text{int}} P_0^2 \\ -(E_{\text{LP}}^{\text{int}} P_0^2)^* & 2E_P - \hat{E}_{\text{LP}}^*(k_1) \end{pmatrix}$$

(5.10)

which has eigenvalues $\hat{E}_{\text{LP}}^\pm(k_S)$, where

$$\hat{E}_{\text{LP}} = E_{\text{LP}} - i\gamma_{\text{LP}} + 2V_{k_P,k_P,0} |P_P|^2$$

(5.11)

with $P_P = \frac{\lambda_X}{\sqrt{\lambda}} (p_{k_P})$, where $\lambda_X$ is the exciton Bohr Radius, $\lambda$ is the macroscopic quantization area, while the interaction term is given by

$$E_{\text{LP}}^{\text{int}} = (V_{k_P,k_P,k_P} + V_{k_P,k_P,k_P})/2$$

(5.12)

The coupling to external photons is responsible for the radiative damping $\gamma_k = \frac{2\pi g^2 |C_k|^2}{\hbar}$.

The $\hat{M}^\text{par}_k$ coupling matrix is anti-Hermitian. For a Hermitian matrix, for example the exciton-photon interaction Hamiltonian in a microcavity Eq.(1.21), the two coupled modes anti-cross for an increasing interaction term, i.e. the real part of the eigenvalues repel while the imaginary parts tend to a mean value. For an anti-Hermitian
matrix, the real parts of eigenvalues attract while the imaginary parts split apart. A consequence, one of the mode is overdamped, while the other one is narrowed and can undergo amplification.

The equation of motion for the signal population reads

\[
\frac{d}{dt} N(k_S, t) = -\frac{2\gamma_{LP}(k_S)}{\hbar} N(k_S, t) + \frac{2}{\hbar} \Im \{ E_{\text{int}}^{\text{LP}} P^{\text{LP}} e^{-i2\omega_pt} (p_{k_S}^{\dagger}(t)p_{k_l}^{\dagger}(t)) \} 
\]

(5.13)

where the signal population \( N(k_S, t) = \langle p_{k_S}^{\dagger}(t)p_{k_S}(t) \rangle \), is driven by the anomalous quantum correlation \( \langle p_{k_S}^{\dagger}(t)p_{k_l}^{\dagger}(t) \rangle \) which has time evolution

\[
i\hbar \frac{d}{dt} (p_{k_S}^{\dagger}(t)p_{k_l}^{\dagger}(t)) = (-\hat{E}^{*}_{\text{LP}}(k_S) - \hat{E}^{*}_{\text{LP}}(k_l)) \langle p_{k_S}^{\dagger}(t)p_{k_l}^{\dagger}(t) \rangle - E_{\text{int}}^{\text{LP}} P^{\text{LP}} e^{i2\omega_pt} [1 + N(k_S, t) + N(k_l, t)]
\]

(5.14)

In order to extract steady state photoluminescence, the equations of motion Eq.(5.9) are rewritten in Fourier space with the solution

\[
\hat{p}_{k_S}(\omega) = i\hbar \Delta_{\text{LP}}(k_S, \omega)p_{k_S}(0) + E_{\text{int}}^{\text{LP}}(k_S) P^{\text{LP}} P_{k_l}^{\dagger}(0) \frac{E_{\text{LP}}^{\dagger}(k_S) - \hbar \omega}{(\hbar \omega - E_{\text{LP}}^{\dagger}(k_S))(\hbar \omega - E_{\text{LP}}(k_S))}
\]

(5.15)

where the emission detuning \( \Delta_{\text{LP}}(k_S, \omega) = \hbar \omega + \hat{E}^{*}_{\text{LP}}(k_l) - 2E_{\text{LP}} \).

The steady-state polariton photoluminescence is deduced as

\[
I^{\text{par}}(k_S, \omega) \propto |C_k|^2 \Re \langle p_{k_S}^{\dagger}(\omega)p_{k_S}(0) \rangle = |C_k|^2 \times \Im \left\{ \frac{\Delta_{\text{LP}}(k_S, \omega) N_{\text{LP}}(k_S) + E_{\text{int}}^{\text{LP}}(k_S) P^{\text{LP}} A^{\text{LP}}(k_S) A^{\text{LP}}(k_S)}{\left( E_{\text{LP}}^{\dagger}(k_S) - \hbar \omega \right) \left( \hbar \omega - E_{\text{LP}}(k_S) \right)} \right\}
\]

(5.16)

where the steady-state population \( N_{\text{LP}}(k_S) = \langle p_{k_S}^{\dagger}(0)p_{k_S}(0) \rangle \) and the parametric correlation amplitude \( A_{\text{LP}}(k_S) = \langle p_{k_S}^{\dagger}(0)p_{k_l}^{\dagger}(0) \rangle \) are deduced from the steady-state solutions of Eq.(5.13) and Eq.(5.14) respectively, as

\[
A^{\text{LP}}(k_S) = \frac{E_{\text{int}}^{\text{LP}}(k_S) P^{\text{LP}} \delta_{\text{LP}}(k_S)}{|\delta_{\text{LP}}(k_S)|^2 - \frac{(\gamma_{\text{LP}}(k_S) + \gamma_{\text{LP}}(k_l))^2}{\gamma_{\text{LP}}(k_S) \gamma_{\text{LP}}(k_l)}} |E_{\text{int}}^{\text{LP}}(k_S) P^{\text{LP}}|^2
\]

(5.17)

the steady-state population

\[
N_{\text{LP}}(k_S) = \Im \left\{ E_{\text{int}}^{\text{LP}}(k_S) P^{\text{LP}} A^{\text{LP}}(k_S) \right\} / \gamma_{\text{LP}}(k_S)
\]

(5.18)
5.4 Stability analysis

and the signal-idler detuning,

$$\delta_{LP}(k_S) = 2E_P - \hat{E}_{LP}^*(k_S) - \hat{E}_{LP}^*(k_I)$$ (5.19)

These equations are valid below the threshold for the parametric amplification which is calculated from the condition \(\Im\{b_{E_{\pm}}\} = 0\) and an assumption of equal real parts of eigenenergies of polariton real branch and corresponding ghost branch what is equivalent to phase matching for signal and idler. The threshold condition is obtained as

$$E_{LP}^\text{int}|P_P|^2 = \sqrt{\gamma_{LP}(k_S)\gamma_{LP}(k_I)}$$ (5.20)

5.4 Stability analysis

The theoretical treatment of parametric instabilities and quantum fluid effects in microcavities was described in Ref. [92] and Ref. [35] respectively, and is summarized in Ref.[102]. Accordingly to Ref. [102], the model of anti-hermitian coupling between signal and idler polariton branches described in Sec. 5.3 is equivalent to the Bogoliubov theory[103] which treats mathematically the phenomenological model of superfluidity proposed by Landau [102], see Chap. 6. The eigenmodes of the system are calculated from the 4 x 4 coupling matrix for exciton and photon wavefunctions with coupling between signal and idler \(V = g|\Psi_s|^{23}\), compare Eq.(5.10) where polariton basis was considered. The stability analysis is discussed for different experimental parameters. In general, stability condition requires that imaginary part of the solution is negative, \(\Im\{\hat{E}_{LP}^\pm\} < 0\). As a consequence, polaritons exhibit bistable behavior as shown by the hysteresis in Fig.5.4(1)(e). Measurements and simulations described in this Chapter in Sec. 5.7 were done in low intensity regime within the lower branch of the hysteresis as shown in Fig.5.4 on the left by the point 'D'. \(\Im\{\hat{E}_{LP}^\pm\}\) and \(\Re\{\hat{E}_{LP}^\pm\}\) of the eigenmodes are plotted in Fig.5.4(1)(a) and Fig.5.4(1)(b), showing that the imaginary parts of the solutions are significantly modified around the idler \(k_I = 2k_P\) and signal \(k_S = 0\) wavevectors, however the solutions are stable \(\Im\{\hat{E}_{LP}^\pm\} < 0\). Unstable solutions are shown in Fig.5.4(1)(c),(d), the parameters of this plot correspond to the point on the hysteresis shown in Fig.5.4(1)(e) which is to the left from the threshold point 'C', it is instability of parametric or

\[\text{3 subscript 'ss' denotes steady-state}\]
Figure 5.4: Stability analysis for the eigenvalues of coupling matrix Eq.(5.10) after Ref.[102] where \( \Re\{E^\pm_B(k_S)\} \) and \( \Im\{E^\pm_B(k_S)\} \) are plotted for different parameters, see discussion in text. In (1)(a), real part of the \( E^+_B(k_S) \), in (b), imaginary part of \( E^+_B(k_S) \) for \( k_P = 1.5/\mu m \), \( \hbar \omega_P - \hbar \omega_{LP}(k_P) = 0.107 \text{ meV} \), exciton mean field energy \( h g |\Psi_{XX}|^2 = 0.05 \text{meV} \). In (1)(c),(d) parameters as for (1) but with \( \hbar \omega_P - \hbar \omega_{LP}(k_P) = 0.47 \text{ meV} \), \( h g |\Psi_{XX}|^2 = 0.699 \text{meV} \). In (2)(a)(b), \( k_P = 0.314/\mu m \), \( \hbar \omega_P - \hbar \omega_{LP}(k_P) = 0.47 \text{ meV} \), exciton mean field energy \( h g |\Psi_{XX}|^2 = 1.02 \text{meV} \). In (2)(c)(d), \( k_P = 0.314/\mu, \hbar \omega_P - \hbar \omega_{LP}(k_P) = 0.2 \text{ meV} \), exciton mean field energy \( h g |\Psi_{XX}|^2 = 0.6 \text{meV} \).

multimode kind, as compared to the single mode or the Kerr instability.
In Fig.5.4(2)(a)(b), the polariton system is close to the Kerr instability, for the \( k_P \), the dispersions exhibit a linear part which is equivalent to the Bogoliubov dispersion. In Fig.5.4(2)(c)(d), real and imaginary parts are unchanged as compared with the linear regime. For these parameters, the system is on the upper branch of the relevant bistability curve.

5.5 Optical Imaging Setup

The measurements described in this Chapter were made with the sample held in a helium bath cryostat at a temperature of 5 K and a vapor pressure of 200 mbar, compare Sec. 2.2.1. Experiment was performed in reflection due to the significant absorption of the GaAs wafer at the quantum well energy, which is the substrate on the bottom
side of the microcavity, about 500 $\mu$m thick\(^4\). To measure the polariton dispersion, we used a weak pulsed excitation with a mode-locked Ti:Sapphire laser delivering 100 fs pulses at 76 MHz repetition rate and a spectral width of approximately 20 meV, compare Sec. 2.2. This laser is referred hereafter as the probe laser. The excitation was focused on the sample to a diffraction limited spot of 1 $\mu$m with a 0.5NA lens having a wavevector range of $|k| \leq 4/\mu$m. In order to inject pump polaritons, we used a linearly polarized single-mode CW laser with a spectral width of 20 neV, compare Sec. 2.2. It is referred to hereafter as the pump laser. Two-dimensional excitation wavevector control was realized by imaging a collimated pump laser beam into a gimbal mirror M1 which was further imaged onto the sample [93]. The beam divergence at the mirror was adjusted to create the Gaussian waist at the sample, providing the minimum wavevector spread for a given excitation size. The beam diameter, defined here as $2r_D$ such that the Gaussian intensity profile on the sample $I(\pm r_D) = I_{\text{max}}/e$, was equal to 70 $\mu$m resulting in a wavevector spread of $|k| \leq 0.09/\mu$m, see discussion in Sec. 5.5.1. In order to avoid sample heating, the excitation was chopped by an acousto-optic modulator producing pulses of $1 \mu$s pulse duration at 1% duty cycle.

\(^4\)The GaAs energy gap at $T = 5K$ is $E_g = 1.5209$ eV, the quantum well heavy-hole energy is at $E_{hh} = 1.5331$ eV
5.5.1 Pump-probe optical imaging setup

![Pump-probe optical imaging setup diagram]

Figure 5.6: The pump laser beam shaping provides a wavevector selection on the sample by adjusting the position of the mirror M1, see text.

The setup described above was designed for the pump-probe experiment on superfluidity of microcavity polaritons, compare Appendix C, and the functionality of this setup was not fully used in the experiment on the parametric scattering of polaritons and is described below.

The pump-probe experiment on a polariton superfluid required a small spectral width of the pump laser combined with a small directional width to allow for a fine wavevector tuning and high power in order to inject resonantly polariton condensate. The probe laser, on the other hand, has to be broad in energy and wavevector in order to probe a wide range of polariton dispersion, and weaker than the pump laser so that it does not significantly change the polariton density. In order to satisfy these conditions, we performed a beam-shaping, in particular, the pump laser was focused through a 30 \( \mu \text{m} \) pin-hole (PH) and collimated using a lens LP1 (f=40 mm), compare Fig. 5.6. The collimated beam was projected on the gimbal mirror M1\(^5\) which provided a wavevector adjustment. Then, the pump laser spot was demagnified by a factor of 38 by lenses L1 (f=300 mm) and L2 (f=8 mm) and projected onto the sample. The lens LP2 (f=-100 mm) with a negative focal length was introduced in order to decrease the beam waist size on the mirror M1 such that the beam size on the sample was 70 \( \mu \text{m} \). The pump laser beam spot on the sample is shown in Fig. 5.7a).

For the pulse laser excitation, the beam was focused to the diffraction limited spot of \( \sim 1 \mu \text{m} \). In order to decrease the probe laser power, as compared to pump beam, we used a pellicle beam splitter providing 8:92 reflection to transmission ratio for the 800-900 nm wavelength range\(^6\). The probe laser beam spot on the sample is shown in Fig. 5.7b). The nominal pump laser power was 100 mW, it was decreased in the optical path due to losses in optical elements and cryostat windows giving overall

\(^5\)Gimbal mount used here provided mirror rotation along horizontal and vertical axes lying on
5.6. Investigated microcavity sample

The microcavity sample investigated in this chapter was grown in Technical University of Denmark, Lyngby, Denmark, it was characterized in Ref [104]. It is a 1λ Al\textsubscript{0.05}Ga\textsubscript{0.95}As cavity with a single 15 nm GaAs quantum well with 5 nm Al\textsubscript{0.3}Ga\textsubscript{0.7}As barriers in its center, compare Fig. 5.8, providing two excitonic resonances, the heavy-hole and the light-hole exciton. The cavity is surrounded by AlAs/Al\textsubscript{0.15}Ga\textsubscript{0.85}As distributed Bragg reflectors with 25(16) periods on the bottom(top) of the epilayer. The cavity mode energy gradient was about 1.5 meV/mm, which allowed to adjust its surface.

\textsuperscript{6}This pellicle beam splitter is made of a 2 µm thin film of nitrocellulose and it does not introduce a significant beam displacement in the optical path, because of its thickness, extreme care have to be taken when handling it.
the detuning between cavity and heavy-hole exciton $\Delta_c = E_c - E_{hh}$.

Exciton broadening mechanisms are significantly reduced in the cavity studied in this work. In particular, a single GaAs/AlGaAs quantum well exhibits small exciton inhomogeneous broadening resulting from the alloy disorder as compared to e.g. InGaAs/GaAs quantum wells [105], surface roughness is present [106], but due to the size of the quantum well which is comparable to the exciton Bohr radius, an exciton localization due to the well width fluctuation is reduced as compared to thinner wells [104]. Using $\text{Al}_{0.3}\text{Ga}_{0.7}\text{As}/\text{GaAs}$ quantum well in a $\text{Al}_{0.05}\text{Ga}_{0.95}\text{As}$ cavity, provided a shallow confinement within the quantum well compared to the cavity layer resulting in the reduction of carrier trapping and thus of the exciton-free carrier scattering rate which contributes to the exciton homogeneous broadening. This property was deduced from the reduction of the trion peak for this sample design as compared to the sample with a uniform cavity layer made of $\text{Al}_{0.3}\text{Ga}_{0.7}\text{As}$ [34]. The exciton linewidth was measured here in low-density regime as $\gamma_{hh} = 150\mu\text{eV}$ at full-width half maximum using reflection spectroscopy. The exciton radiative linewidth was measured for a well of the same size using four-wave mixing as $50\mu\text{eV}$ [104].

The cavity linewidth $\gamma_c$ was measured as $300\mu\text{eV}$. Bragg disorder [107] resulting from the lattice mismatch between AlAs/$\text{Al}_{0.15}\text{Ga}_{0.85}\text{As}$ which is equal to $\varepsilon_m \simeq 0.13\%$ at RT for this sample, measurements were made on the sample area with a low density of cross-hatches, $\rho_{\text{MD}} \simeq 10/\text{mm}$ from Eq.(4.2).

5.7 Polariton parametric scattering: measurements and simulations

![Figure 5.8: Microcavity sample studied in the experiment on parametric scattering of polaritons, direct band gap energies of the constituent heterolayers are plotted vs spatial position inside the structure.](image)
The polariton dispersion in the low-intensity regime was measured using \( \mathbf{k} \)-resolved reflection spectroscopy as shown in Fig. 5.9, and modeled with the coupled three oscillator model for cavity mode, heavy- and light-hole exciton [34] using

\[
\begin{align*}
\begin{bmatrix}
E_{hh} & 0 & \frac{\hbar \Omega_{hh}}{2} \\
0 & E_{lh} & \frac{\hbar \Omega_{lh}}{2} \\
\frac{\hbar \Omega_{hh}}{2} & \frac{\hbar \Omega_{lh}}{2} & E_{cav}
\end{bmatrix}
\begin{bmatrix}
X_{hh} \\
X_{lh} \\
C
\end{bmatrix}
= E
\begin{bmatrix}
X_{hh} \\
X_{lh} \\
C
\end{bmatrix}
\end{align*}
\]

(5.21)

where \( E_{hh}, E_{lh} \) and \( E_{cav} \) are the \( \mathbf{k} \)-dependent heavy- and light-hole exciton and cavity mode energies, respectively. The exciton energy is taken as \( E_i(\mathbf{k}) = E_i(0) + \frac{\hbar^2 k^2}{2M_i} \) where \( i = hh, lh \), \( M_{hh} = M_{lh} = 0.4 m_e \),\(^7\) for cavity mode energy see Eq.(1.17). The off-diagonal coupling constants are equal to \( \frac{\hbar \Omega}{2} \) where \( \hbar \Omega_i \) is the vacuum Rabi splitting [22]. From these fits, we deduced the exciton energies as \( E_{hh} = 1.5333 \text{ eV}, E_{lh} = 1.5399 \text{ eV}, \) and the vacuum Rabi splitting \( \hbar \Omega_{hh} = 3.7 \text{ meV}, \hbar \Omega_{lh} = 2.4 \text{ meV}, \) for heavy- and light-hole excitons, respectively. The exciton and polariton linewidths of this sample were previously compared [104] with the linewidth averaging model,

\(^7\)We used \( M_{hh} = M_{lh} \) as a approximation taking into account very light cavity photon mass in the order of \( 10^{-5} m_e \) even though for GaAs \( M_{hh} = 0.4 m_e, M_{lh} = 0.082 m_e \) at \( k = 0 \)
in which the polariton linewidth $\gamma_B^8$ is a weighted average of $\gamma_c$ and the exciton linewidths $\gamma_{hh}, \gamma_{lh}$,

$$\gamma_B = x_{hh,B} \gamma_{hh} + x_{lh,B} \gamma_{lh} + c \gamma_c$$  \hspace{1cm} (5.22)

where $x_{hh} = |X_{hh}|^2$, $x_{lh} = |X_{lh}|^2$, $c = |C|^2$ are heavy-hole, light-hole exciton and cavity content of the respective branch. In the following we use the complex polariton energies, compare Eq.(5.11),

$$\hat{E}_B = E_B - i \gamma_B + E_{B}^{\text{ren}} |P_P|^2$$  \hspace{1cm} (5.23)

where $E_{B}^{\text{ren}}(k)$ is simplified as

$$E_{B}^{\text{ren}}(k) = 2 x_{LP}(k_P^*) x_B(k) \times \left\{ 12 E_X + \frac{16 \pi}{7} \Omega_{hh} \left[ \sqrt{x_{LP}^{-1}(k_P)} - 1 + \sqrt{x_{B}^{-1}(k)} - 1 \right] \right\}$$  \hspace{1cm} (5.24)

after Ref. [93]. The exciton binding energy was taken as $E_{XB} = E_{XB hh} = 8 \text{ meV}$ [104].

The model is assuming Lorenzian lineshapes, and shows good agreement [104] with the experiment for the lower polariton branch at zero and negative detuning, where the influence of the exciton inhomogeneous broadening can be neglected. Increasing the exciton density as relevant in our experiments, the exciton linewidth is dominated by exciton-exciton scattering, which has a different non-Lorentzian shape compared to inhomogeneous broadening.

The steady-state parametric emission was modeled by the author extending Eq.(5.9) and Eq.(5.10) in order to describe parametric scattering from the lower and middle polariton idler and signal branches. The generalized coupling matrix is written as

$$M_{B}^{\text{par}} = \left( \begin{array}{ccc} \hat{E}_B(k_S) & E_{B}^{\text{ren}} P_P^2 \\ -(E_{B}^{\text{ren}} P_P^2)^* & 2 E_P - \hat{E}_B^*(k_I) \end{array} \right)$$  \hspace{1cm} (5.25)

with the eigenvalues $\hat{E}_B^{\pm}$.

The parametric emission intensity of each polariton branch $I_{B}^{\text{par}}$ is then given by

$$I_{B}^{\text{par}}(k_S, \omega) \propto c_B(k_S) \Re \left\{ \frac{\Delta_B(k_S, \omega) N_B(k_S) + E_{B}^{\text{ren}}(k_S) P_P^2 A^*_B(k_S)}{\left( \hat{E}_B(k_S) - \hbar \omega \right) \left( \hbar \omega - \hat{E}_B^*(k_S) \right)} \right\}$$  \hspace{1cm} (5.26)

\(^8\)Subscript "B" stands for a polariton branch B= \{LP, MP, UP\} for lower, middle and upper polariton branch while B* = \{LP*, MP*, UP*\} are corresponding ghost branches.
with the anomalous correlation amplitude

\[ A^*_B(k_S) = \frac{E^\text{int}_B(k_S)P^2_P\delta_B(k_S)}{[\delta_B(k_S)]^2 - \frac{\left[\gamma_h(k_S) + \gamma_k(k_S)\right]^2}{\gamma_h(k_S)\gamma_k(k_S)}} \frac{|E^\text{int}_B(k_S)P^2_P|}{|E^\text{int}_B(k_S)P^2_P|} \]  

(5.27)

the steady-state population

\[ N_B(k_S) = \Im \left\{ \frac{E^\text{int}_B(k_S)P^2_EP^*_B(k_S)}{\gamma_B(k_S)} \right\} \]  

(5.28)

the emission detuning

\[ \Delta_B(k_S, \omega) = \hbar \omega + \hat{E}^*_B(k_l) - 2E_P \]  

(5.29)

and the signal-idler detuning,

\[ \delta_B(k_S) = 2E_P - \hat{E}^*_B(k_S) - \hat{E}^*_B(k_l) \]  

(5.30)

The total emission \( I^\text{par} \) is the sum of \( I^\text{par}_B \) over all branches. We used the complex polariton energies \( \hat{E}_B \) calculated with the three coupled oscillator model using the \( k \)-dependent broadening from Eq.(5.22) for \( \gamma_c = 300 \mu eV, \gamma_h = \gamma_{hh} = 400 \mu eV \). The exciton linewidths broadening is attributed to exciton-exciton scattering due to the higher exciton density in the parametric scattering experiments [108]. The polariton-polariton interaction term \( E^\text{int}_B \) was determined [93, 109] accounting for exciton-exciton scattering and exciton saturation as

\[ E^\text{int}_B(k_S) = x_{LP}(k_P)\sqrt{x_B(k_S)x_B(k_I)} \times \left\{ 12E_X + \frac{16\pi}{\Omega_{hh}} \left[ 2\sqrt{x_{\text{LP}}^{-1}(k_P)} - 1 + \sqrt{x_B^{-1}(k_S)} - 1 + \sqrt{x_B^{-1}(k_I)} - 1 \right] \right\} \]  

(5.31)

for circularly polarized excitations. Here we used linearly polarized excitation and in simulations neglected spin interactions as discussed in Sec. 5.2. The exciton content \( x \) in the above equations was taken as the sum \( x = x_{hh} + x_{lh} \) of heavy and light hole content. The pump is assumed to be resonant to the lower polariton branch. Simulations were made below the critical density for polariton parametric amplification given in Eq.(5.20). Simulations were made with a resolution of 20 \( \mu eV \) in \( \hbar \omega \) and 0.06/ \( \mu m \) in \( k_S \).

The measured microcavity emission for different pump energies and wavevectors are discussed below together with results of simulations. We first discuss the results for
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Figure 5.10: Energy and wavevector resolved emission $I(k, \omega)$ on a logarithmic scale as indicated, for a pump energy $E_P = 1530.25$ meV and wavevector $k_P = (0.1, 0)/\mu$m and a cavity detuning $\Delta_c = -1.7$ meV. a) Measured $I(k, \omega)$ for $k = (k_x, 0.4)/\mu$m. Lines: Eigenmodes $E_B^\pm(k)$ of Eq.(5.25), red for lower polariton real and ghost branch, yellow for middle polariton real and ghost branch. b) Parametric emission $I_{\text{par}}(k, \omega)$ calculated using Eq.(5.26). k-resolution of data $\delta k_x = 0.07/\mu$m, $\delta k_y = 0.14/\mu$m.

A pump close to the dispersion minimum at $E_P = 1530.15$ meV and $k_P = (0.1, 0)/\mu$m for a cavity detuning $\Delta_c = -1.7$ meV, shown in Fig. 5.10. The measured emission $I((k_x, 0.4/\mu)m, \omega)$ (presented in Fig. 5.10a) shows a dominant emission from the LP and from the pump which is scattered elastically by disorder into the detection wavevector range. The emission from the MP is about 2 orders of magnitude weaker, and the ghost branches LP* and MP* are 2-4 orders of magnitude weaker and show a reversed dispersion. The predicted eigenvalues $\hat{E}_B^\pm(k)$ of Eq.(5.25) for the exact experimental conditions are following the observed emission peaks. For a more detailed comparison with theory, we show in Fig. 5.10b) the calculated parametric emission $I_{\text{par}}$. Qualitative agreement between experimental and theoretical data is found. The main difference is in the observed intensities, which in the experiment is much weaker for the ghost branches as compared to real branches. This is expected as the model accounts for radiative broadening only, such that all parametrically scattered polaritons are emitted, resulting in equal intensities of signal and idler. In the experiment, a significant part of the broadening is due to the excitons absorption (see Eq.(5.22)), which is a loss of polaritons not leading to emission. Eventually, this loss leads to a thermalized density of excitons in a high $k$ range, emitting dominantly from the LP bottleneck region, which is the reason for the strong LP emission observed. Ghost branches are mostly visible for small pump wavevectors possibly due to the smaller
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exciton broadening contribution to the polariton linewidth as compared to radiative broadening for small \( \mathbf{k} \) [108].

Moving to a pump away from the dispersion minimum to \( \mathbf{k}_P = (0.85, 0)/\mu m \), the emission reveals the expected asymmetry as shown in Fig. 5.11. Two different cross-sections \( \mathbf{k} = (0.3, 0)/\mu m \) in Fig. 5.11a),b) and \( \mathbf{k} = (0/\mu m, ky) \) in Fig. 5.11c),d) of the full three-dimensional data are shown. Moving even further along the dispersion to \( \mathbf{k}_P = (0, -1.9)/\mu m \), as shown in Fig. 5.12, corresponding to an excitation angle of 14° to the sample normal, which is close to the inflection point for these sample parameters, \( \text{LP} \) and \( \text{LP}^* \) intersect close to the dispersion minimum at \( \mathbf{k}_P = (0, -0.5)/\mu m \) and \( \mathbf{k}_P = (0, 0.2)/\mu m \), at which energy and momentum conserving scattering is doubly resonant, both for signal and idler. The pump wavevector for which \( \text{LP} \) and \( \text{LP}^* \)
Figure 5.12: As Fig. 5.10, but for \( E_P = 1530.1 \text{ meV}, \ k_P = (0,-1.9)/\mu m, \ \Delta_P = -5.5 \text{ meV}, \) and crosssection \( k = (0,k_y), \) \( k \) resolution of data \( \delta k_x = 0.14/\mu m, \ \delta k_y = 0.07/\mu m. \)

Figure 5.13: As Fig. 5.10 but for \( E_P = 1530.0 \text{ meV}, \ k_P = (0,-1.95)/\mu m, \ \Delta_P = -6 \text{ meV}, \) and \( k = (-0.25/\mu m,k_y) \) for a,b and \( k = (k_x,0) \) in (c,d). \( k \) resolution of data a),b) \( \delta k_x = 0.14/\mu m, \ \delta k_y = 0.07/\mu m, \) in c),d) \( \delta k_x = 0.07/\mu m, \ k_y = 0.14/\mu m. \)
Conclusions

In summary we have shown polariton parametric pair scattering from a resonantly excited pump state into real and ghost branches of signal and idler polaritons for different excitation angles and wavevectors. The measurements are in agreement with simulations, in particular, the eigenmodes of the system are well reproduced from generalized coupling matrix Eq.(5.25). Measured and simulated intensities from real and ghost branches give qualitative agreement, apart from the additional emission from the real branch due to thermalized excitons and the missing treatment of non-radiative decay. These results can be further explored towards entangled photon source by measurements of their timecorrelation, measurements for higher pump powers which will give rise to stronger renormalisation and deviation of polariton dispersion from quadratic can be also studied.
6 Polariton quantum fluid effects

In this section, polariton quantum fluid effects are discussed. Firstly, a brief literature overview of the subject is presented, then, the Gross-Pitaevskii equation is discussed for the spin independent and spin dependent case [110], and results of simulations are given. Further to this, a design of the samples for the purpose of polariton superfluid measurements and their characteristics are presented together with the description of the setup.

BEC of polaritons was reported in Ref. [2, 3], since then significant development in the field took place. In the experiment from Ref. [3], the investigated sample was II-VI CdTe cavity with 5nm CdTe/Cd$_{0.4}$Mg$_{0.6}$Te multiple quantum wells. Exciton binding energy in II-VI materials is higher than for III-V materials, this results in higher exciton saturation densities for the earlier what allows to overcome the bottleneck effect$^1$ and provide efficient polariton scattering towards $E_{LP}(0)$ state. In particular, for the 5nm wide CdTe/Cd$_{0.4}$Mg$_{0.6}$Te quantum well, exciton binding energy is $E_X = 26$ meV as compared to $E_X = 9$ meV for 6nm GaAs/Al$_{0.25}$Ga$_{0.75}$As quantum well. In this experiment, polaritons were injected non-resonantly and thermalized towards the $E_{LP}(0)$ state. First and second order coherence functions were measured giving evidence of the polariton spontaneous coherence build-up above the threshold density, what is characteristic for the bosonic phase transition.

It was predicted theoretically in Ref[102], that by the analogy to atomic condensates [111], polaritons would exhibit a superfluid phase. Polariton superfluid would exhibit a linear energy dispersion and reveal the suppression of the Rayleigh scattering in the presence of photonic disorder such as point-like-defects, compare Chap. 3. Shortly after, experiments exploring quantum fluid effects of polaritons followed, in

---

$^1$For negative detunings $\Delta_r < 0$, bottleneck effect results from the inefficient exciton relaxation inside the photon like part of the lower polariton dispersion, in particular, relaxation times are longer than the polariton lifetime.
particular, Utsunomiya in Ref. [112] performed experiment on polaritons propagation. Sample consisted of a AlAs cavity with GaAs/AlAs quantum wells sandwiched between AlAs/AlGaAs DBRs. In order to provide a polariton trap, a mask made of a thin metallic film was deposited onto the microcavity surface, mask consisted of a uniform layer with circular holes which acted as polariton traps. Polaritons were injected outside the trap and propagated towards the trap exhibiting, above the threshold pump power, a quasi-linear energy dispersion.

Further to this, Amo in Ref. [113] reported on the suppression of the Rayleigh scattering in a polariton fluid. In this experiment, polaritons were injected resonantly in TOPO configuration\(^2\) using a CW pump laser and probed with a pulsed laser. It was observed that the polariton fluid propagating across natural defects [23, 107] was scattered for the pump powers below threshold, while above threshold, scattering was suppressed as was theoretically predicted [102].

Most recently, bright [114] and dark [115] solitons were demonstrated in polariton quantum fluid.

### 6.1 Theoretical model

#### 6.1.1 Polarization independent case

The Gross-Pitaevskii equation is a non-linear Schrödinger equation proposed by L.Pitaevskii\(^3\) and E.P Gross. The wavefunction \(\Psi(\mathbf{r}, t)\) is an order parameter of the system of interacting bosons in a trapping potential \(V(\mathbf{r}, t)\)\([111]\).

\[
 i\hbar \frac{\partial \Psi(\mathbf{r}, t)}{\partial t} = \left( -\frac{\hbar^2}{2m} \nabla^2 + V(\mathbf{r}, t) + g|\Psi(\mathbf{r}, t)|^2 \right) \Psi(\mathbf{r}, t) \quad (6.1)
\]

This equation, originally developed to model atomic condensates [111], successfully reproduced experiments on polaritonic condensates as was experimentally and theoretically demonstrated in Ref. [112, 113] and Ref. [102, 110] respectively. In the following, we evaluated numerically a scalar Gross-Pitaevskii equation for a single condensate pumped resonantly with a circularly polarized pump laser\(^4\), and probed with a weak probe laser. Matlab code used for these simulations was provided by Tim Liew, code was further extended and simulation performed by the author. The

---

\(^2\)TOPO configuration satisfies \(2E_{LP}(\mathbf{k}_P) = E_{LP}(\mathbf{k}_S) + E_{LP}(\mathbf{k}_I)\) with \(\mathbf{k}_S \neq 0\), while for OPO configuration, \(\mathbf{k}_S = 0\)

\(^3\)L.Pitaevskii is the former student of Nobel prize winner Lev Davidovich Landau, Landau was awarded the Nobel prize in physics for his work on theory of superfluidity

\(^4\)Single polarization of the pump: \(\sigma_+\) or \(\sigma_-\).
modified Gross-Pitaevskii equation is written as
\[
\left[ i\hbar\frac{\partial}{\partial t} - E_{LP}(k) \right] \Psi(x,t) = \alpha_1 |\Psi(x,t)|^2 \Psi(x,t) + AF_P(x,t) + F_{PR}(x,t) \quad (6.2)
\]

where pump \( P \) and probe \( PR \) lasers intensities have mathematical formulas
\[
F_{\text{P}}(x,t) = F_{\text{P}}^0(t,x) e^{-\frac{E_{\text{X}}}{\Delta_{\text{P}}} - \frac{(x-x_\text{P})^2}{\Delta_{\text{P}}^2}} e^{-\frac{\gamma}{2} \tau_{\text{P}}} e^{-\frac{\gamma}{2} \tau_{\text{PR}}}
\]
\[
F_{\text{PR}}(x,t) = F_{\text{PR}}^0(t,x) e^{-\frac{E_{\text{X}}}{\Delta_{\text{PR}}} - \frac{(t-t_\text{PR})^2}{\Delta_{\text{PR}}^2}} e^{-\frac{\gamma}{2} \tau_{\text{P}}} e^{-\frac{\gamma}{2} \tau_{\text{PR}}}
\]

The polariton dispersion \( E_{LP}(k) \) is defined in \( k \)-space, such that we need to perform the Fourier transform \( \mathcal{F} \) and the inverse Fourier transform \( \mathcal{F}^{-1} \) in order to evaluate \( \Psi(x,t) \) in real-space, namely,
\[
\frac{i\hbar}{\partial t} \Psi(x,t) = \mathcal{F}^{-1} \left( E_{LP}(k) \mathcal{F}(\Psi(x,t)) \right) + \alpha_1 |\Psi(x,t)|^2 \Psi(x,t) + A \cdot F_P(x,t) + F_{PR}(x,t)
\]
\[
(6.5)
\]

The lower polariton dispersion is calculated as
\[
E_{LP}(k) = \frac{1}{2} \left( E_X(k) + E_{\text{cav}}(k) - \sqrt{\left( E_X(k) - E_{\text{cav}}(k) \right)^2 + (\hbar \Omega_R)^2} \right)
\]
\[
(6.6)
\]

where \( E_{\text{cav}} \) and \( E_X \) are cavity photon and exciton energies respectively, \( k_{xy} \) is the cavity mode wavevector component in microcavity plane, \( k^2_{xy} \) is the exciton wavevector component in microcavity plane. Detuning between a cavity photon and a quantum well exciton is defined as \( \Delta_c = E_c - E_X \), we assumed here \( \Delta_c = 0 \), \( \gamma = \frac{\hbar}{2\tau} \) is a radiative linewidth, where the exciton lifetime \( \tau_X = 100 \text{ ps} \) and the cavity photon lifetime \( \tau_{\text{cav}} = 1 \text{ ps} \) were used. The Rabi splitting is \( \Omega_R = 5 \text{ meV} \), the cavity mass \( m_{\text{cav}} = 10^{-5} m_e \), the exciton mass was assumed \( m_X \rightarrow \alpha \) resulting in \( E_X = \text{const} \).

The polariton density for 1-dimensional calculations is \(|\Psi(x)|^2\) in units of \( \frac{1}{\mu m} \) while the driving fields \( F_P, F_{PR} \) are in units of \( \frac{\text{meV}}{\sqrt{\mu m}} \).

Interaction parameter is \( \alpha_1 = 6x^2 E_{XB} a^2_{XB} \) where \( x \) is the exciton content of polariton, \( E_{XB} \) is the exciton binding energy, \( a_{XB} \) is the exciton Bohr radius, in calculations
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\[ \alpha_1 = 2.4 \text{meV} \mu\text{m}^2 \] was assumed after Ref. [110]. Pump laser is switched on gradually in time, it is implemented in the program using the Gaussian profile defined as [116]

\[
A = \begin{cases} 
  e^{-\frac{(t-t_{p0})^2}{\Delta t_P}} & \text{for } t < t_{p0} \\
  1 & \text{for } t > t_{p0}
\end{cases}
\]

where \( t_{p0} = 0.05 \) ps, \( \Delta t_P = 0.2 \) ps. Polaritons are injected non-resonantly at the pump energy \( E_P = E_{LP}(k_P) + \delta E \) where the pump and the lower polariton branch energy detuning is \( \delta E \). The pump spot diameter on the sample was \( \Delta x_P = 200 \mu\text{m} \).

In the program, after 15 ps when a quasi-equilibrium was obtained, the probe signal \( F_{PR} \) was introduced. Quasi-equilibrium is defined here as a state for which the total number of polaritons inside microcavity is constant, what effectively means that radiative losses are compensated by the pump. The probe parameters are as follows, amplitude \( F_{PR}^0 = 10^{-4} F_P^0 \), energy \( E_{PR} = E_P \), \( t_{PR0} = 15 \) ps, time \( \Delta t_{PR} = 1 \) ps, wavevector \( k_{PR} = k_P \), spot size \( \Delta x_{PR} = 1 \mu\text{m} \).

6.1.1.1 Results

In order to solve the differential equation Eq.(6.2), we implemented numerical algorithms using multistep methods, namely Runge-Kutta-Fehlberg (RKF) and Adams-Bashforth-Moulton (ABM) [116, 117]. These methods are more stable and precise as compared to single step methods such as the Range-Kutta algorithm [118]. The Runge-Kutta-Fehlberg method was implemented in order to evaluate wavefunction in the first four time-points, then, Adams-Bashforth-Moulton method was used in order to evaluate wavefunction at the later times. ABM is corrector-predictor method based on the fundamental theorem of calculus \( y(t_{k+1}) = y(t_k) + \int_{t_k}^{t_{k+1}} f(t,y(t))dt \). Predictor uses the Lagrange polynomial approximation for \( f(t,y(t)) \) based on points \((t_{k+j}, f_{k+j})\) with \( j = -3, -2, -1, 0 \), the predictor is defined as

\[
p_{k+1} = y_k + h/24(-9f_{k-3} + 37f_{k-2} - 59f_{k-1} + 55f_k)
\]

Corrector uses a second Lagrange polynomial based on new points \((t_{k+j}, f_{k+j})\) where \( j = -2, -1, 0, 1 \), corrector is defined as

\[
y_{k+1} = y_k + h/24(f_{k-2} - 5f_{k-1} + 19f_k + 9f_{k+1})
\]

where \((t_{k+1}, f_{k+1}) = (t_{k+1}, f(t_{k+1}, p_{k+1}))\), \( t \) is time.

In calculations we evaluated \( f = \frac{\partial}{\partial t} \Psi(x,t) \) from Eq.(6.5) twice, with and without
probe laser, and subtracted one from the other in order to obtain the response of polariton system to the probe laser.

In Matlab, RKF and ABM algorithms are available as built-in functions called ODE (from ordinary differential equations) and ODE123 respectively. However, these algorithms were defined explicitly in the program in order to obtain a better error control.

In order to convert spatio-temporal data into frequency and wavevector domains we applied Fast Fourier Transform algorithm by using built-in Matlab functions \texttt{fft} and \texttt{ifft} for forward and inverse Fourier transform, respectively.

Simulation were made on a spatial grid of 1024 points covering 400 $\mu$m range, and temporal grid of 2000 points covering 20 ps range for the propagation simulations, and temporal grid of 100 000 points with 100 ps range for the bistability simulations.

In order to increase the computational efficiency, Condor manager of the Cardiff University pool was accessed. Condor uses open access workstation inside Cardiff University network to run jobs in parallel on many workstation at the time. The Condor pool consists of 1000 workstation with 2.8 GHz processors connected to the network at speed of 10 Mbps [119].

In Fig. 6.1, we have plotted the solution of Eq.(6.2) substracting from the solution of the same equation but without the probe laser for different pump powers. The wavefunction $|\Psi|^2(k,E)$ is plotted in Fourier domain in a linear grey scale. Simulations were made for parameters $k_P = 0$, $\delta E = 1$ meV. Each plot from Fig. 6.1 corresponds to a different pump intensity, starting from the pump intensity below threshold in Fig.6.1a) where scattering from the pump state at $k_P = 0$ towards states $E_{LP}(\pm k) = E_P$ is observed. When the pump intensity is increased, blue-shift of the polariton dispersion is observed in Fig.6.1b)-g). Finally, at Fig.6.1h)-j), linear dispersion characteristic for Bogoliubov branches with further renormalisation is observed.

In Fig. 6.2, corresponding real space images of propagating polariton wavepacket are shown for different pump intensities. In Fig.6.2a)-c), propagation of two wavepackets with wavevectors $\pm k$ and their interference in real space is observed. On the other hand, in Fig.6.2d,e), the propagation of a single wavepacket with wavevector $|k| < 0.4/\mu$m is shown. Further to this, in Fig.6.2f), polariton superfluid propagation is shown.

We also investigated polariton density as a function of pump intensity, shown in Fig. 6.3. Pump was switched on at $t = 0$ ps, starting from $t = 15$ ps, pump amplitude was linearly ramped from $F_{P0}(t,x) = 1$ to 16, and back to $F_{P0}(t,x) = 1$, pump profile is shown in the inset to Fig. 6.3. Remaining parameters used in simulations were as
Figure 6.1: $|\Psi(k, \omega)|^2$ calculated using Eq.(6.5) on a linear grey scale, the energy is scale is relative to the $E_{LP}(0)$ energy.
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![Image](Figure 6.2: $|\Psi(x,t)|^2$ calculated using Eq.(6.5) on a logarithmic color scale for a corresponding $|\Psi(k,\omega)|^2$ plots from Fig. 6.1)

for simulations described in Fig. 6.1 and Fig. 6.2. Maximum spatial density $n = |\Psi(x)|^2$ was calculated for each pump power, the results are plotted in Fig. 6.3 showing a hysteresis and thus the bistability of the polariton density.

To summarize, the simulations described above provide us with a practical tool to model experiments on polariton superfluidity, what was the primarily goal of this project. The Matlab code could be further extended to provide 2-dimensional simulations in real and k-space, polarization dependent interaction could also be introduced as will be discussed in the following section. Program is attached in Appendix B.
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6.1.2 Polarization dependent case

In order to include spin dependent interaction between polaritons in singlet and triplet configuration\(^5\) [25], the spinor Gross-Pitaevskii equation was considered [110] where two Gross-Pitaevskii equations Eq.(6.5) are coupled by the spin dependent interaction term. In Ref. [110], polaritons were injected resonantly by the pump laser which was in general linearly polarized to populate both, \(\sigma_+, \sigma_-\), polariton condensates, and then the spin dependent interactions were investigated. Decay of polaritons was introduced by finite lifetimes of exciton and cavity photons as described in Sec. 6.1.1. Gross-Pitaevskii spinor equation written in polariton basis taking into account only lower polariton branch is written as

\[
\left[ i\hbar \frac{\partial}{\partial t} - E_{LP}(k) \right] \Psi^j(x,t) = \left[ \alpha_1 |\Psi^j(x,t)|^2 + \alpha_2 |\Psi^\bar{j}(x,t)|^2 \right] \Psi^j(x,t) + F_j e^{-i\omega_0 t} \tag{6.10}
\]

where \(j, \bar{j}\) denotes co- and cross-circular polarization. \(\alpha_1, \alpha_2\) are interaction terms for co- and cross-polarized polaritons, usually \(\alpha_1 \gg \alpha_2\) [110], remaining parameters are defined as for Eq.(6.2). Analytical formulas for the dispersion of four polariton

---

\(^5\)Singlet spin state is when two fermions have opposite spins and total spin is 0, triplet spin state is when particles have parallel spins and total spin is 1.
branches, two for each circular polarization, were derived in Ref. [110] for circularly and linearly polarized pump. It was found that the polarization of the pump and the polariton system coincide only for circularly polarized pump, while for linearly polarized pump, polarization mixing takes place. Due to spin dependent scattering, the dispersion of interacting polaritons exhibit peculiar shapes, e.g. flattening of dispersion for small wavevectors \( k \sim 0 \) was predicted, what agree with experiment [120]. Theoretically predicted multistability of polariton system is a consequence of the spin nature of polaritons, it reduces to bistability when spin is not considered as shown in Sec. 6.1.1.1.

6.2 STRAIN COMPENSATED MICROCAVITY SAMPLES

Samples designed and grown for the purpose of experiments on the polariton quantum fluid effects are characterized in Appendix C.

6.3 SETUP

Setup developed in order to study superfluidity of microcavity polaritons is described in Sec. 5.5.1.

6.4 CONCLUSIONS

We have theoretically modeled polariton quantum fluid effect, these model can be used in the future. Design of the microcavity samples, successive growths and characterization of 20 wafers grown in National III-V Centre in Sheffield UK, provided us with reproducible growth receipts which can be used in the future in order to obtain samples with long photon lifetimes and low exciton and photon disorder.
In this work, we have identified origins behind the formation of disorder in microcavity samples and propose and demonstrated methods to eliminate it. In particular, we identified the cross-hatch dislocation pattern as a cause of polariton scattering and localization, and have proposed and demonstrated the suppression of the cross-hatch disorder in GaAs/AlAs microcavities by strain compensation, which was realized by incorporating thin AlP layers into the AlAs layers of the DBRs. Using an AlP layer thickness of 1.1 nm, corresponding to an effective AlAs$_{0.985}$P$_{0.015}$ alloy of the low-index layer, a reduction of the cross-hatch density by an order of magnitude is achieved. Furthermore, we have identified point-like oval or round defects in MBE grown GaAs microcavities which create zero-dimensional polariton states of narrow linewidths. We have revealed their three-dimensional structure and their formation mechanism, an impinging Ga droplet during growth, we have deduced effective confinement potentials for the defects, and suggested methods to eliminate them. Moreover, in low-disordered samples, we have shown polariton parametric pair scattering from a resonantly excited pump state into real and ghost branches of signal and idler polaritons for different excitation angles and wavevectors. We also simulated experimental data using Heisenberg equation of motion for coupled polariton populations. These measurements are in agreement with simulations, apart from the additional emission from real branch originating from thermalized excitons which are not currently included in the model. These results can be further explored towards entangled photon source by measurements of their time-correlation. Finally, we presented results of theoretical simulations on polariton quantum fluid effects. We also presented extensive discussion on samples design and characterization, when strain-compensated strongly coupled samples with long photon lifetime will be grown, the many-body physics and quantum phase transitions in these systems is going to be studied.
Appendix A  Dual lens holder

Discussion on the design of the dual lens holder and its functionalities see Sec. 2.2.2.2.
Appendix A. Dual lens holder

Drawn by: Joanna Zajac
Part P2 scale 1:1
Quantity: 2
Material: Stainless steel
Appendix A. Dual Lens Holder

Drawn by: Joanna Zajac at 10/05/28
Part P4, scale 2:1,
Quantity: 2
Material: Brass

$m = 0.3$ (axial pitch of worm),
$p = 0.94$ (normal pitch of worm)
z = 42 (nr of teeth)
do = 12.6 (wheel diameter)

Part P4b, scale 1:1,
Quantity: 2
Material: Aluminium

Cross section scale 1:1
m = 0.3
do = 6
connect with P4 - worm need to match
with wheel insert into P3 - need match
diameter and length (see picture below)
**Part P5b scale 1 : 1**
*Quantity: 2*
*Material: tube*

10, fill this part of the tube to mount knob

**Part P5c scale 1 : 1**
*Quantity: 2*
*Material: Brass*

Fit to P5a

**Part P5d scale 1 : 1**
*Quantity: 2*
*Material: Aluminium knob*

surface curl
Part P8, scale 1:1,
Quantity: 1
Material: Aluminium
APPENDIX B  GROSS-PITAIEVSKII SIMULATIONS

Discussion on the numerical simulation of Gross-Pitaievskii equation see Sec. 6.1.1.1. Below the Matlab code solving a 1-dimensional equation is attached.
function load_constr_v3(Pump Amplitude)
    dt = datenow('yyyymmddTHHMSS');
    global Pump Amplitude;
    Pump_amplitude = 0;
    c=3*1e8*1e6*1e-12; %units: um,ps,meV
    m0=0.511*1e9/c^2;
    hbar = 6.582*1e-16*1e3*1e12;

    %grid
    Nx = 1024;
    x = zeros(Nx,1);
    k_max = 4; k_min = -k_max;
    x_max = 2*pi*Nx/(k_max); x_min = -x_max;
    step_x = (x_max - x_min)/Nx;
    x = x_min:step_x:x_max;
    step_k = (k_max-k_min)/Nx;
    k_x = k_min:step_k:k_max:step_k;

    step_t = 0.01;
    t_max = 20; t_min = 0;
    Nt = (t_max - t_min)/(step_t);
    tt = zeros(1,Nt);
    tt = t_min:step_t:step_t:t_max;
    nt = 7*Nt+1:Nt/2;
    Et = (nt^2*pi)/(t_max)^hbar;

    %pump
    Pump_to = 0.05;
    Pump_IL = 0.2;
    Pump_xL =200;

    %pulse
    Pulse_xL = 1;
    Pulse_to = 15;
    Pulse_IL = 0.1 ;
    Pulse_amplitude = 1e-3;
    alfa1 = 2.4*1e-3;
    alfa2 = -0.1^alfa1;

    %exciton-photon parameters
    m_cav = 1e-5 me;
    t_cav = 1;
    V  = 6;
    E_cav0 = 1533.5;
    E_ex0 = 1533.5;
    E_ex = E_ex0 -i1*hbar/2/t_ex;

    %calculate E_LP(k-0)
    E_cav_k0 = E_cav0 -i1*hbar/2/t_cav;
    E_LP_k0 = real(1/2*(E_ex+E_cav_k0)-1/2*((E_ex-E_cav_k0)^2 + 4*V^2)^(1/2));

    %calculate E_pump = E_LP(k_pump)
    k_pump = 0;
% calculate dispersion $E_{LP}(k)$ E LP is complex
E_cav = E_cav0 + hbar*x'k_x'2(2*m_cav) - 1'hbar2/l_cav;
E_LP = 1/2'((E_ex + E_cav) - 1/2'((E_ex - E_cav)'2 + 4'V'2)'(1/2));
detuning2 = 1;
E_pump = real(E_LP)*detuning2;
detuning = real(E_pump) - (E_LP_k0);  
disp('detuning detuning k0'); disp(detuning);

assume E_pulse = E_pump
E_pump = E_pump;
k_pulse = k_pump;

% calculate dispersion $E_{LP}(k)$ E LP is complex
E_cav = E_cav0 + hbar*x'k_x'2(2*m_cav) - 1'hbar2/l_cav;
E_LP = 1/2'((E_ex + E_cav) - 1/2'((E_ex - E_cav)'2 + 4'V'2)'(1/2));

% rescale $E_{LP}(k=0) = 0$
E_LP = E_LP - real(E_LP_k0);
E_pump = E_pump - real(E_LP_k0);

figure(2); plot(k_x,real(E_LP),k_x,real(E_pump));

display('live saved variables const_gauss');
save const_GP.mat;
clear;
end

function GP_calculations(Pump_amplitude)
clear;
global psi_plus pulse_on dx;
load const_v3;
load const_GP.mat;

disp('I calculate dispersion without pulse');
pulse_on = 0; numeric(pulse_on); psi_plus2 = psi_plus;
save (psi_plus2,psi_plus);
disp('I calculate dispersion with pulse');
pulse_on = 1; numeric(pulse_on); psi_plus3 = psi_plus;
save (psi_plus3,psi_plus);
load psi_plus2; load psi_plus3;
psi_plus = psi_plus3-psi_plus2; clear psi_plus2 psi_plus3;
save (psi_plus,psi_plus);

psi_plus = flipud(fftnshift(fft((psi_plus),))[2],[2,2]));  
psi_plus = fftnshift(fft((psi_plus),))[1,1,1];

figure(3); colormap(gray); colorbar;

for i=1:Nt-1
    for j=1:Nx-1
        disp('above exciton saturation density for GaAs 10^-8/cm^2');
    end
end
end
end

function[pulse_amplitude] = numeric(pulse_on)
global psiplus;
load 'const_GP';
PSI = zeros(Nt,Nx);
n = zeros(1,Nx);
delta_x = 1/2000; L = 2*x_max;
PSI(1,:) = 1;

tt(1) = 0;
A = [0 0 0 0 0; 1/4 0 0 0 0; 3/2 3/2 0 0 0; 9/32 9/32 0 0 0; 1932/2197 0 0 0 0 1/4 0 0 0 0; 25/2 2 55/22 0 0 853/1104 11/360 0];
B = [16/135 0 6656/12825 2825/6430 9/2640 50/126 10/126 0];
C = [0 1/3 4/3 2 14/5 1 16/5];

for j=1:1:4
    % Runge Kutta Fehlberg
    f1 = step_t1'f( tt(j), PSI(j,:));
    f2 = step_t1'f( tt(j)+C(2)*step_t1, PSI(j,:)+A(2,1)*f(t)1);
    f3 = step_t1'f( tt(j)+C(3)*step_t1, PSI(j,:)+A(3,1)*f1 +A(3,2)*f2);
    f4 = step_t1'f( tt(j)+C(4)*step_t1, PSI(j,:)+A(4,1)*f1 +A(4,2)*f2 ... +A(4,3)*f3);
    f5 = step_t1'f( tt(j)+C(5)*step_t1, PSI(j,:)+A(5,1)*f1 +A(5,2)*f2 ... +A(5,3)*f3 +A(5,4)*f4);
    f6 = step_t1'f( tt(j)+C(6)*step_t1, PSI(j,:)+A(6,1)*f1 +A(6,2)*f2 ... +A(6,3)*f3 +A(6,4)*f4 +A(6,5)*f5);
    PSI(j+1,:) = PSI(j,:)+ (B(1)*f1 +B(2)*f2 +B(3)*f3 +B(4)*f4 + ... +B(5)*f5 +B(6)*f6);
end

% Adams-Bashforth
for j=5:1:Nt-1
    gauss_numeric = PSI(j,:)+ step_t1*720*(1901*f(ttt(j)), PSI(j,:)-2774*g ... f(ttt(j-1), PSI(j-1,:)) ... +2616* f(ttt(j-2), PSI(j-2,:)) -1274* f(ttt(j-3), PSI(j-3,:)) ... +251* f(ttt(j-4), PSI(j-4,:));
if( mod(j,10) == 0)
    disp(['timer = num2str(j)']);
end
% Adams-Moulton
PSI(j+1,:) = PSI(j,1)+ step_t1*720 * ( 251*f(ttt(j+1), gauss_numeric) ... +646*f(ttt(j), PSI(j,:)) ... -264*f(ttt(j-1), PSI(j-1,:)) ... +106*f(ttt(j-2), PSI(j-2,:)) ... -19*f(ttt(j-3), PSI(j-3,:)));
    clear gauss_numeric;
end
psiplus = PSI;
clear j PSI
%
end

function [m_plus] = f(t1,y)
load 'const_GP';
global psiplus psi minus pulse_on Pump amplitude;
if t1<-Pump_to
A = exp(-(t1-Pump_to^2/Pump_to^2);
end

else
    A=1;
end

%program takes pump and pulse energies relative to E_LP(k=0)
Pump = A.*exp(i*k_pump.*x).*exp(-1i*E_pump*t1/hbar).*exp(x.*^2/(2*Pump.*x.*^2));
Pulse = pulse_on.*exp(i*k_pulse.*x).*exp(-1i*E_pulse*t1/hbar).*exp(-t1.*Pulse_toi^2/(2*Pulse.*x.*^2));

m_plus = -1i/hbar*(ifftshift(ifftshift(E_LP.*fftshift(fftshift(y))))... + Pulse_amplitude.*Pulse ... + Pump_amplitude.*Pump + afat.*abs(y.^2).*y);
Appendix C  Samples

During this work we have designed and characterized 20 MBE wafers grown in the National Center for III-V Technology in Sheffield, UK, by Maxime Huges and Mark Hopkinson, and by Edmund Clarke. In this chapter only samples grown in National Center during the duration of this project are described. The list of samples is given in a Table C.1. The detailed growth design and sample characterization are discussed in this Chapter, references to studies on point-like-defects and cross-hatch dislocations are given where relevant. The sample design was originally made by Wolfgang Langbein, further extended by Joanna M Zajac and Wolfgang Langbein. For some samples, the actual structure differed from designed one, see discussion for each sample. Samples listed here fall into three categories, bare microcavities\(^1\), quantum wells test samples, and microcavities with embedded quantum wells.

<table>
<thead>
<tr>
<th>Wafer number</th>
<th>Cavity length (λ)</th>
<th>QW</th>
<th>DBR top (bottom)</th>
<th>requested-received date</th>
</tr>
</thead>
<tbody>
<tr>
<td>VN1324</td>
<td>1λ</td>
<td>-</td>
<td>24(27)</td>
<td>06/08-10/08</td>
</tr>
<tr>
<td>VN1316/18</td>
<td>-</td>
<td>InGaAs</td>
<td>-</td>
<td>06/08-11/08</td>
</tr>
<tr>
<td>VN1379</td>
<td>-</td>
<td>InGaAs</td>
<td>-</td>
<td>06/08-11/08</td>
</tr>
<tr>
<td>VN1448</td>
<td>2λ</td>
<td>InGaAs</td>
<td>24(27)</td>
<td>03/09-03/09</td>
</tr>
<tr>
<td>VN1539</td>
<td>-</td>
<td>InGaAs</td>
<td>-</td>
<td>–/– -06/09</td>
</tr>
<tr>
<td>VN1623/27/33</td>
<td>3/2λ</td>
<td>InGaAs</td>
<td>24(27)</td>
<td>–/– -09/09</td>
</tr>
<tr>
<td>VN1836/39</td>
<td>2λ</td>
<td>InGaAs</td>
<td>19(22)</td>
<td>–/– -06/10</td>
</tr>
<tr>
<td>VN1968/69/70</td>
<td>2λ</td>
<td>-</td>
<td>23(26)</td>
<td>10/10-01/11</td>
</tr>
<tr>
<td>VN2217/18</td>
<td>2λ</td>
<td>-</td>
<td>23(26)</td>
<td>03/11-01/12</td>
</tr>
<tr>
<td>VN2301</td>
<td>2λ</td>
<td>-</td>
<td>23(26)</td>
<td>02/12-04/12</td>
</tr>
<tr>
<td>VN2302</td>
<td>-</td>
<td>InGaAs</td>
<td>-</td>
<td>02/12-04/12</td>
</tr>
<tr>
<td>VN2303/04/05</td>
<td>2λ</td>
<td>InGaAs</td>
<td>23(26)</td>
<td>02/12-04/12</td>
</tr>
<tr>
<td>VNxxxx</td>
<td>2λ</td>
<td>InGaAs</td>
<td>23(26)</td>
<td>06/12-xx/xx</td>
</tr>
</tbody>
</table>

Table C.1: Samples designed, grown and characterize during this project.

\(^1\)A bare microcavity is a microcavity without quantum wells.
C.1 Sample VN1324

**Design**
Detailed sample design is given in Table C.2 where X=59.8 nm is the $\lambda/4$ layer thickness of GaAs at 850 nm, Y=72.2 nm is the $\lambda/4$ layer thickness of AlAs at 850 nm. This is a bare microcavity sample with a designed polariton lifetime of 100 ps calculated using the transfer matrix method neglecting absorption losses. During the growth, the wafer temperature was ramped up to 715 °C for the AlAs Bragg layers and down to 660 °C for GaAs Bragg layers, while the cavity layer was grown at 630 °C, compare Sec. 3.3.

<table>
<thead>
<tr>
<th>Material</th>
<th>Thickness (nm)</th>
<th>Periods</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaAs</td>
<td>200</td>
<td>1</td>
<td>Buffer</td>
</tr>
<tr>
<td>GaAs</td>
<td>X</td>
<td>27</td>
<td>$\lambda/4$</td>
</tr>
<tr>
<td>AlAs</td>
<td>Y</td>
<td>27</td>
<td>$\lambda/4$</td>
</tr>
<tr>
<td>GaAs</td>
<td>4X</td>
<td>1</td>
<td>cavity</td>
</tr>
<tr>
<td>AlAs</td>
<td>Y</td>
<td>24</td>
<td>$\lambda/4$</td>
</tr>
<tr>
<td>GaAs</td>
<td>X</td>
<td>24</td>
<td>$\lambda/4$</td>
</tr>
</tbody>
</table>

Table C.2: Bare microcavity sample design

**Characterisation**
Sample VN1324 is described in Chap. 3 and Ref. [23, 65, 121], it is referred as MC1.

**Comments**
The measured microcavity wavelength was centered at 837 nm instead of designed 850 nm, its backsurface was inhomogeneous indicating inhomogeneous growth temperature over the wafer. Quality of a cavity mode varied strongly over the wafer, for more details see Chap. 3.

C.2 Sample VN1316, VN1318

**Design**
This is a multiple quantum well test structure. The detailed sample design is given in Table C.3 where X=59.8 nm is the $\lambda/4$ layer thickness of GaAs at 850 nm, Y=72.2 nm is the $\lambda/4$ layer thickness of AlAs at 850 nm, W=6 nm is the quantum well width, C=1.04 is the correction factor for the refractive index difference between GaAs and In$_{0.1}$Ga$_{0.9}$As. This sample was designed in order to determine the exciton energy in a 6 nm thick GaAs/In$_{0.1}$Ga$_{0.9}$As quantum well.

**Characterisation**
Sample VN1316 and VN1318 have both the same design shown in Table C.4, but
### Table C.3: Multiple quantum well sample design

<table>
<thead>
<tr>
<th>Material</th>
<th>Thickness (nm)</th>
<th>Periods</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaAs</td>
<td>200</td>
<td>1</td>
<td>Buffer</td>
</tr>
<tr>
<td>$\text{Al}<em>{0.3}\text{Ga}</em>{0.7}\text{As}$</td>
<td>100</td>
<td>1</td>
<td>Barrier</td>
</tr>
<tr>
<td>GaAs</td>
<td>X-CW/2</td>
<td>1</td>
<td>$\lambda/4$</td>
</tr>
<tr>
<td>In$<em>{0.1}$Ga$</em>{0.9}$As</td>
<td>W</td>
<td>1</td>
<td>QW</td>
</tr>
<tr>
<td>GaAs</td>
<td>X-CW/2</td>
<td>1</td>
<td>$\lambda/8$</td>
</tr>
<tr>
<td>In$<em>{0.1}$Ga$</em>{0.9}$As</td>
<td>W</td>
<td>4</td>
<td>QW</td>
</tr>
<tr>
<td>GaAs</td>
<td>X-CW/2</td>
<td>4</td>
<td>$\lambda/4$</td>
</tr>
<tr>
<td>In$<em>{0.1}$Ga$</em>{0.9}$As</td>
<td>W</td>
<td>1</td>
<td>QW</td>
</tr>
<tr>
<td>GaAs</td>
<td>X-CW/2</td>
<td>1</td>
<td>$\lambda/4$</td>
</tr>
<tr>
<td>$\text{Al}<em>{0.3}\text{Ga}</em>{0.7}\text{As}$</td>
<td>100</td>
<td>1</td>
<td>Barrier</td>
</tr>
<tr>
<td>GaAs</td>
<td>10</td>
<td>1</td>
<td>Cup</td>
</tr>
</tbody>
</table>

### Table C.4: Multiple quantum well VN1316 and VN1318 actual sample

<table>
<thead>
<tr>
<th>Material</th>
<th>Thickness (nm)</th>
<th>Periods</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaAs</td>
<td>300</td>
<td>1</td>
<td>Buffer</td>
</tr>
<tr>
<td>$\text{Al}<em>{0.3}\text{Ga}</em>{0.7}\text{As}$</td>
<td>100</td>
<td>1</td>
<td>Barrier</td>
</tr>
<tr>
<td>GaAs</td>
<td>X-CW/2</td>
<td>1</td>
<td>$\lambda/4$</td>
</tr>
<tr>
<td>In$<em>{0.1}$Ga$</em>{0.9}$As</td>
<td>W</td>
<td>6</td>
<td>QW</td>
</tr>
<tr>
<td>GaAs</td>
<td>X-CW/2</td>
<td>6</td>
<td>$\lambda/4$</td>
</tr>
<tr>
<td>$\text{Al}<em>{0.3}\text{Ga}</em>{0.7}\text{As}$</td>
<td>100</td>
<td>1</td>
<td>Barrier</td>
</tr>
<tr>
<td>GaAs</td>
<td>10</td>
<td>1</td>
<td>Cup</td>
</tr>
</tbody>
</table>

Figure C.1: Low temperature photoluminescence for sample VN1316, in the inset, exciton photoluminescence for the two wafers.
they were grown with different wafer temperatures of 490°C and 510°C. It was found that for the growth temperature of 490°C, the exciton peak has a smaller FWHM equal to 2 meV at $T = 14$ K. Moreover, in both samples, the double peak feature is visible in photoluminescence (PL) spectra in all temperatures, its origin is unclear, see Fig. C.1, possible it was due to In segregation.

Comments
A regrowth was needed in order to identify the reason behind the double peak. A multiple quantum well with six wells of different thicknesses and a 8% In content was grown for this purpose, sample VN1379.

C.3 Sample VN1379

Design
This is a multiple quantum well test structure. Detailed sample design is given in Table C.5.

<table>
<thead>
<tr>
<th>Material</th>
<th>Thickness (nm)</th>
<th>Periods</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaAs</td>
<td>100</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>AlGaAs</td>
<td>100</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>GaAs</td>
<td>73.6</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$\text{In}<em>{0.08}\text{Ga}</em>{0.92}\text{As}$</td>
<td>3</td>
<td>1</td>
<td>QW</td>
</tr>
<tr>
<td>GaAs</td>
<td>53.6</td>
<td>1</td>
<td>barrier</td>
</tr>
<tr>
<td>$\text{In}<em>{0.08}\text{Ga}</em>{0.92}\text{As}$</td>
<td>4</td>
<td>1</td>
<td>QW</td>
</tr>
<tr>
<td>GaAs</td>
<td>53.6</td>
<td>1</td>
<td>barrier</td>
</tr>
<tr>
<td>$\text{In}<em>{0.08}\text{Ga}</em>{0.92}\text{As}$</td>
<td>5</td>
<td>1</td>
<td>QW</td>
</tr>
<tr>
<td>GaAs</td>
<td>53.6</td>
<td>1</td>
<td>barrier</td>
</tr>
<tr>
<td>$\text{In}<em>{0.08}\text{Ga}</em>{0.92}\text{As}$</td>
<td>6</td>
<td>1</td>
<td>QW</td>
</tr>
<tr>
<td>GaAs</td>
<td>53.6</td>
<td>1</td>
<td>barrier</td>
</tr>
<tr>
<td>$\text{In}<em>{0.08}\text{Ga}</em>{0.92}\text{As}$</td>
<td>7</td>
<td>1</td>
<td>QW</td>
</tr>
<tr>
<td>GaAs</td>
<td>53.6</td>
<td>1</td>
<td>barrier</td>
</tr>
<tr>
<td>$\text{In}<em>{0.08}\text{Ga}</em>{0.92}\text{As}$</td>
<td>8</td>
<td>1</td>
<td>QW</td>
</tr>
<tr>
<td>GaAs</td>
<td>53.6</td>
<td>1</td>
<td>barrier</td>
</tr>
<tr>
<td>GaAs</td>
<td>73.6</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>AlGaAs</td>
<td>100</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>GaAs</td>
<td>300</td>
<td>1</td>
<td>buffer</td>
</tr>
</tbody>
</table>

Table C.5: Multiple quantum well sample with different well widths design

Characterisation
Sample VN1379 has six quantum wells with nominal well widths of 3, 4, 5, 6, 7, 8 nm and 8% In content. The 5, 6, 7, 8 nm wells were assigned 839.3, 843.5, 847.1, 861.1 nm
emission wavelength at T=14K, after peak order, as shown in Fig. C.2 where photoluminescence and optical density\(^2\) is shown.

**Comments**

No double peak was observed for this quantum wells, it was decided to keep In content at 8% and 6 nm well width in the future designs.

\[
\Delta E(14K-80K) \approx 11\text{meV, in agreement with Varshni variation}
\]

![Temperature dependent photoluminescence and optical density from multiple quantum well sample VN1379.](image)

Figure C.2: Temperature dependent photoluminescence and optical density from multiple quantum well sample VN1379.

---

### C.4 Sample VN1448

**Design**

This is a microcavity structure with embedded quantum wells in the antinodes of the intracavity field, it is referred as microcavity sample full coupling. The detailed sample design is in Table C.6 where X=60.8 nm is \(\lambda/4\) layer thickness of GaAs at 850 nm, Y=73.4 nm is \(\lambda/4\) layer thickness of AlAs at 850 nm, X,Y were adjusted from the original values according to the real VN1324 sample, W=6 nm is a quantum well width, C=1.03 is correction factor for the refractive index difference between GaAs and In\(_{0.08}\)Ga\(_{0.92}\)As, B=20 nm is a barrier width which was chosen thick enough to avoid In segregation from one to another well. It was decided to introduce wafer

\[^2\text{Optical density was extracted from the photoluminescence by dividing PL by Boltzmann occupation factor } f = e^{-\frac{E}{kT}} \text{ where } \alpha \text{ is a fitting parameter.}\]
Appendix C. Samples

<table>
<thead>
<tr>
<th>Material</th>
<th>Thickness (nm)</th>
<th>Periods</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaAs substrate</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GaAs</td>
<td>200</td>
<td>1</td>
<td>Buffer</td>
</tr>
<tr>
<td>GaAs</td>
<td>X</td>
<td>27</td>
<td>λ/4 Bragg</td>
</tr>
<tr>
<td>AlAs</td>
<td>Y</td>
<td>27</td>
<td>λ/4 Bragg</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>stop rotation</td>
</tr>
<tr>
<td>GaAs</td>
<td>X-CW/2</td>
<td>1</td>
<td>λ/4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>start rotation</td>
</tr>
<tr>
<td>In$<em>{0.08}$Ga$</em>{0.92}$As</td>
<td>W</td>
<td>1</td>
<td>QW carrier drain</td>
</tr>
<tr>
<td>GaAs</td>
<td>X-CW3/2-B/2</td>
<td>1</td>
<td>λ/4</td>
</tr>
<tr>
<td>In$<em>{0.08}$Ga$</em>{0.92}$As</td>
<td>W</td>
<td>2</td>
<td>QW active</td>
</tr>
<tr>
<td>GaAs</td>
<td>B</td>
<td>2</td>
<td>barrier</td>
</tr>
<tr>
<td>In$<em>{0.08}$Ga$</em>{0.92}$As</td>
<td>W</td>
<td>2</td>
<td>QW active</td>
</tr>
<tr>
<td>GaAs</td>
<td>2X-2CW-B</td>
<td>2</td>
<td>λ/2</td>
</tr>
<tr>
<td>In$<em>{0.08}$Ga$</em>{0.92}$As</td>
<td>W</td>
<td>2</td>
<td>QW active</td>
</tr>
<tr>
<td>GaAs</td>
<td>X-CW3/2-B/2</td>
<td>1</td>
<td>λ/4</td>
</tr>
<tr>
<td>In$<em>{0.08}$Ga$</em>{0.92}$As</td>
<td>W</td>
<td>1</td>
<td>QW carrier drain</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>stop rotation</td>
</tr>
<tr>
<td>GaAs</td>
<td>X-CW/2</td>
<td>1</td>
<td>λ/4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>start rotation</td>
</tr>
<tr>
<td>AlAs</td>
<td>Y</td>
<td>24</td>
<td>λ/4 Bragg</td>
</tr>
<tr>
<td>GaAs</td>
<td>X</td>
<td>24</td>
<td>λ/4 Bragg</td>
</tr>
</tbody>
</table>

Table C.6: Microcavity structure full coupling rotation interruption design

Figure C.3: Photoluminescence from microcavity sample VN1448 measured in transmission with signatures of lower and upper polariton branches.
rotation interruptions during the growth of this sample in order to increase cavity wedge, see Table C.6, compare Sec. 1.2.3 on advanced growth techniques.

**Characterization**

Photoluminescence was measured at 80K using Ti:Sapph excitation and Horiba Jobin-Yvon spectrometer in detection. Cavity mode wavelength was centered at 864 nm, quantum well exciton was at 871 nm as compared to designed 850 nm. Strong coupling was observed for this sample, but only with positive detunings. Low temperature photoluminescence is shown in Fig. C.3, lower and upper polaritons linewidths were 2 and 2.7 meV respectively, a signature of the third peak was also observed.

**Comments**

The Al source was changed before the growth of this sample, it resulted in a higher quadratic thickness gradient originating from the cell than expected, thickness gradient was equal to 30 nm over the wafer as deduced from the wavelength gradient of the upper polariton branch shown in Fig. C.4, it had to be reversed in the future growths in order to avoid inhomogeneous broadening of polariton linewidth.

In summary, regrowth was needed as the cavity mode and a quantum well exciton emission wavelength differed from designed 850 nm, and also the thickness gradient was too big. It was decided to grow firstly a quantum well structure in order to calibrate In cell.

![Figure C.4: Upper polariton branch wavelength gradient for microcavity sample VN1448 measured at T=80K.](image)

**C.5 Sample VN1539**

**Design**

This is multiple quantum well sample, growth design as for sample VN1316, but with
less In content, namely, 7% instead of 8%, see Table C.4.

Characterisation

Optical density for this quantum well measured using He:Ne excitation is shown in Fig. C.5, heavy-hole exciton was at 848 nm at T=14 K.

![Optical density](image)

Figure C.5: Optical density for multiple quantum wells sample VN1539.

Comments

This sample was as expected except that the exciton should be at 850 nm at low temperature. Next planned sample was a repeat of microcavity sample full coupling, design in Table C.6. Because of high cell gradient, continues wafer rotation was used.

C.6 Sample VN1623, VN1627, VN1633

Design

These are microcavity samples full coupling with a design given in Table C.6 but with continuous wafer rotation.

Characterisation

Samples were grown with 3/2λ cavities instead of designed 2λ and 4 quantum well instead of 6, it was due to mistake during the growth, and the resulting changed design is shown in Table C.7. For sample VN1623, strong coupling was observed for central piece of the wafer at T=80K, see Fig. C.6, positive and negative detunings
were expected for this wafer. Spectral oscillations visible in Fig. C.6 were due to reflection on the back surface of the cavity, which can be removed by HfO$_2$ antireflex coating as discussed in Sec. 2.6. Sample, VN1627 has a 2.6% increased thickness of X,Y, cavity is resonant at 872 nm, this sample was not requested. Sample VN1633 has a 0.8% reduced X,Y for the Bragg, and increased X for the cavity, it is at 867 nm at the center, strong coupling was observed at 15 mm from the center (853 nm quantum well), this sample was also not requested.

Low temperature measurements at T=5 K were made on sample VN1623 using simplified setup described in Chap. 5 (without AOMs). However, we did not observe renormalisation of dispersion neither signatures of BEC of polaritons (compare discussion in Chap. 6), laser power up to 110 mW was used. This could be due to reduced light-matter coupling as there was less quantum wells than in the original sample design from Table C.7.

<table>
<thead>
<tr>
<th>Material</th>
<th>Thickness (nm)</th>
<th>Periods</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaAs substrate</td>
<td>200</td>
<td>1</td>
<td>Buffer</td>
</tr>
<tr>
<td>GaAs</td>
<td>X</td>
<td>27</td>
<td>λ/4 Bragg</td>
</tr>
<tr>
<td>AlAs</td>
<td>Y</td>
<td>27</td>
<td>λ/4 Bragg, stop rotation</td>
</tr>
<tr>
<td>GaAs</td>
<td>X-CW/2</td>
<td>1</td>
<td>λ/4</td>
</tr>
<tr>
<td>In$<em>{0.08}$Ga$</em>{0.92}$As</td>
<td>W</td>
<td>1</td>
<td>QW carrier drain</td>
</tr>
<tr>
<td>GaAs</td>
<td>X-CW3/2-B/2</td>
<td>1</td>
<td>λ/4</td>
</tr>
<tr>
<td>In$<em>{0.08}$Ga$</em>{0.92}$As</td>
<td>W</td>
<td>1</td>
<td>QW active</td>
</tr>
<tr>
<td>GaAs</td>
<td>B</td>
<td>1</td>
<td>barrier</td>
</tr>
<tr>
<td>In$<em>{0.08}$Ga$</em>{0.92}$As</td>
<td>W</td>
<td>1</td>
<td>QW active</td>
</tr>
<tr>
<td>GaAs</td>
<td>2X-2CW-B</td>
<td>1</td>
<td>λ/2</td>
</tr>
<tr>
<td>In$<em>{0.08}$Ga$</em>{0.92}$As</td>
<td>W</td>
<td>1</td>
<td>QW active</td>
</tr>
<tr>
<td>GaAs</td>
<td>X-CW3/2-B/2</td>
<td>1</td>
<td>λ/4</td>
</tr>
<tr>
<td>In$<em>{0.08}$Ga$</em>{0.92}$As</td>
<td>W</td>
<td>1</td>
<td>QW carrier drain, stop rotation</td>
</tr>
<tr>
<td>GaAs</td>
<td>X-CW/2</td>
<td>1</td>
<td>λ/4, start rotation</td>
</tr>
<tr>
<td>AlAs</td>
<td>Y</td>
<td>24</td>
<td>λ/4 Bragg</td>
</tr>
<tr>
<td>GaAs</td>
<td>X</td>
<td>24</td>
<td>λ/4 Bragg</td>
</tr>
</tbody>
</table>

Table C.7: Microcavity structure full coupling cw rotation design

Comments
In the next growth, redo sample VN1623 but with correct cavity length and number of quantum wells. Grow second sample with reduced amount of Braggs to 22(19)
Appendix C. Samples

Figure C.6: Transmission spectrum from sample VN1623 at $k = 0$.

bottom(top) to reduce the nominal cavity lifetime.

C.7 Sample VN1836, VN1839

Design
Microcavity samples full coupling according to the design in Table C.6 but with continuous wafer rotation for a full wafer, the second microcavity sample has the same design but reduced number of DBRs to 22(19) bottom(top).

Characterisation
Cavity resonance for sample VN1839 was at 842 nm at $T=80$K, it was too much in the blue as compared to exciton resonance which was measured at 853 nm, cavity mode was broad (4 meV) due to quantum wells absorption. Sample VN1836 had very little transmission due to higher number of DBRs. Cavity energy gradient over sample was only about 10 nm.

Comments
Regrowth of this sample was needed with correct positioning of the cavity energies. Regrowth have not happened as Maxime Huges, who grew samples up to now, had finished his work in Sheffield, also there was reactor failure such that growth was suspended for a half a year, after that was decided to grow strain compensated samples.
C.8 Sample VN1968, VN1969, VN1970

Design

These are strain compensated bare microcavity samples. Detailed sample design is given in Table C.8 where X=60.8 nm is a $\lambda/4$ layer thickness of GaAs at 850 nm, Y is a $\lambda/4$ layer thickness of AlAs at 850 nm which depends on the AlP content in DBRs, namely, $(Y,Z) = (73.4 \text{ nm}, 0 \text{ nm})$ for the 0% AlP sample, $(Y,Z) = (72 \text{ nm}, 1.5 \text{ nm})$ for the 2% AlP sample, $(Y,Z) = (71.3 \text{ nm}, 2.2 \text{ nm})$ for the 3% AlP sample. Samples were grown on undoped double side polished three-inch wafers with continues wafer rotation.

<table>
<thead>
<tr>
<th>Material</th>
<th>Thickness (nm)</th>
<th>Periods</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaAs</td>
<td>X</td>
<td>23</td>
<td>$\lambda/4$ Bragg</td>
</tr>
<tr>
<td>AlAs</td>
<td>$Y/2$</td>
<td>23</td>
<td>$\lambda/4$ Bragg</td>
</tr>
<tr>
<td>AlP</td>
<td>Z</td>
<td>23</td>
<td>including AlP strain</td>
</tr>
<tr>
<td>AlAs</td>
<td>$Y/2$</td>
<td>23</td>
<td>compensating inset</td>
</tr>
<tr>
<td>GaAs</td>
<td>$8X$</td>
<td>1</td>
<td>$2\lambda$ cavity</td>
</tr>
<tr>
<td>AlAs</td>
<td>$Y/2$</td>
<td>26</td>
<td>$\lambda/4$ Bragg</td>
</tr>
<tr>
<td>AlP</td>
<td>Z</td>
<td>26</td>
<td>including AlP strain</td>
</tr>
<tr>
<td>AlAs</td>
<td>$Y/2$</td>
<td>26</td>
<td>compensating inset</td>
</tr>
<tr>
<td>GaAs</td>
<td>X</td>
<td>26</td>
<td>$\lambda/4$ Bragg</td>
</tr>
<tr>
<td>GaAs</td>
<td>200</td>
<td>1</td>
<td>buffer</td>
</tr>
</tbody>
</table>

Table C.8: Strain compensated bare microcavity samples design

Characterisation

Samples VN1968, VN1969, VN1970 were characterized in Chap. 4 and Ref. [107]. Sample VN1968 was characterized in Chap. 3 and Ref. [23, 65], it is refereed there as MC2.

Comments

Effect of strain compensation was succesfuly observed, however, more samples were needed in order to investigate this effect in more details. It was decided to grow two new samples with AlP content of 1% and 1.5%. They were grown 1 year later due to the MBE reactor failure.

C.9 Sample VN2217, VN2218

Design

These are strain compensated bare microcavity samples. Sample design is shown in Table C.8 with X layer thickness as for VN1968-70 samples, while Y was chosen as $(Y,Z) = (72.7 \text{ nm}, 0.75 \text{ nm})$ for the 1% AlP sample, $(Y,Z) = (72.35 \text{ nm}, 1.13 \text{ nm})$ for the
1.5% AlP sample. Samples were grown on undoped double side polished three-inch wafers with continues wafer rotation.

Characterisation
Samples VN2217 with 1% AlP content had strongly inhomogenous transmission and broad cavity mode with FWHM=1meV, there was a problem with Al cell stability during this growth and this sample was disregarded. Sample VN2218 with 1.5% AlP content had spatially homogenous transmission not indicating any problems during the growth, it is described in Chap. 4 and Ref. [107].

Comments
Effect of strain compensation resulting in the suppression of the cross-hatch dislocation pattern was successfully observed, it is described in Chap. 4 and Ref. [107].

C.10 Sample VN2301-05

Design
VN2301 is a bare microcavity sample, repeat of VN2217. Sample VN2302 is a single quantum well calibration sample. Samples VN2303-05 are strain compensated microcavity samples full coupling, AlP concentration of 1.2% was used here, samples were design in a sequence of three with the X,Y lengths multiplied by factor of 1, 1.01, and 1.02 respectively, in order to match quantum well exciton and cavity mode in case of growth instabilities and provide different detuning ranges, for detailed growth receipt see Table C.9 where X was as for VN1968,VN1969,VN1970 samples, Y thickness was chosen as 72.56 nm, Z=0.9 nm is the AlP layer thickness, W=6 nm is a quantum well width, C=1.03 is a correction factor of refractive index between GaAs and In$_{0.08}$Ga$_{0.92}$As, B=20 nm is a barrier width.

Characterisation
Sample VN2301 has good quality, it is described in Chap. 4 and Ref. [107]. Cavity sample VN2303 was centered at 860 nm, VN2304 at 867 nm, VN2306 at 855 nm while a quantum well exciton was centered at 847 nm with FWHM=4meV as measured with He:Ne at T=80K for sample VN2302. The exciton wavelength was shifting towards shorter wavelengths as measured for chronologically ordered samples, this could indicate uncompensated depletion of In cell during the growth. There was no strong coupling for these samples.

Comments
Regrowth is needed.
<table>
<thead>
<tr>
<th>Material</th>
<th>Thickness (nm)</th>
<th>Periods</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaAs</td>
<td>X</td>
<td>23</td>
<td>(\lambda/4) Bragg</td>
</tr>
<tr>
<td>AlAs</td>
<td>Y/2</td>
<td>23</td>
<td>(\lambda/4) Bragg</td>
</tr>
<tr>
<td>AlP</td>
<td>Z</td>
<td>23</td>
<td>including AlP strain</td>
</tr>
<tr>
<td>AlAs</td>
<td>Y/2</td>
<td>23</td>
<td>compensating inset</td>
</tr>
<tr>
<td>GaAs</td>
<td>X-CW/2</td>
<td>1</td>
<td>(\lambda/4) reduce T</td>
</tr>
<tr>
<td>In(<em>{0.08})Ga(</em>{0.92})As</td>
<td>W</td>
<td>1</td>
<td>QW carrier trap</td>
</tr>
<tr>
<td>GaAs</td>
<td>X-CW3/2-B/2</td>
<td>1</td>
<td>(\lambda/4)</td>
</tr>
<tr>
<td>In(<em>{0.08})Ga(</em>{0.92})As</td>
<td>W</td>
<td>2</td>
<td>QW</td>
</tr>
<tr>
<td>GaAs</td>
<td>B</td>
<td>2</td>
<td>barrier</td>
</tr>
<tr>
<td>In(<em>{0.08})Ga(</em>{0.92})As</td>
<td>W</td>
<td>2</td>
<td>QW</td>
</tr>
<tr>
<td>GaAs</td>
<td>2X-2CW-B</td>
<td>1</td>
<td>(\lambda/2)</td>
</tr>
<tr>
<td>In(<em>{0.08})Ga(</em>{0.92})As</td>
<td>W</td>
<td>1</td>
<td>QW</td>
</tr>
<tr>
<td>GaAs</td>
<td>B</td>
<td>2</td>
<td>barrier</td>
</tr>
<tr>
<td>In(<em>{0.08})Ga(</em>{0.92})As</td>
<td>W</td>
<td>2</td>
<td>QW</td>
</tr>
<tr>
<td>GaAs</td>
<td>X-CW/2</td>
<td>1</td>
<td>(\lambda/4) reduce T</td>
</tr>
<tr>
<td>AlAs</td>
<td>Y/2</td>
<td>26</td>
<td>compensating inset</td>
</tr>
<tr>
<td>AlP</td>
<td>Z</td>
<td>26</td>
<td>including AlP strain</td>
</tr>
<tr>
<td>AlAs</td>
<td>Y/2</td>
<td>26</td>
<td>(\lambda/4) Bragg</td>
</tr>
<tr>
<td>GaAs</td>
<td>X</td>
<td>26</td>
<td>(\lambda/4) Bragg</td>
</tr>
<tr>
<td>GaAs</td>
<td>200 nm</td>
<td>1</td>
<td>buffer</td>
</tr>
</tbody>
</table>

Table C.9: Strain compensated strongly coupled microcavity samples design

C.11 Sample requested 6/2012

Design

Requested samples are strain compensated microcavity samples repeat of design in Table C.9 again in a sequence of three with X,Y lengths multiplied by factor of 1.014, 1.004, 0.994, see design in Table C.10. Wafer rotation stop was introduced for \(\lambda/2\) layer in order to increase thickness gradient over the wafer, calculated gradient using the same Al cell parameters as for VN2306 was 25 nm over the wafer. Also a fourth sample was requested with even higher thickness gradient of 30 nm over the three-inch wafer. Design of this sample was as in Table C.10 but starting the rotation in the middle of the \(\lambda/4\) layer after the first quantum well, and stopping rotation in the middle of the \(\lambda/4\) layer before the last quantum well.

Comments

These samples were not received at the time of submission of this thesis.
Table C.10: Strain compensated strongly coupled microcavity samples with rotation interruption design

<table>
<thead>
<tr>
<th>Material</th>
<th>Thickness (nm)</th>
<th>Periods</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaAs</td>
<td>X</td>
<td>23</td>
<td>$\lambda/4$ Bragg</td>
</tr>
<tr>
<td>AlAs</td>
<td>Y/2</td>
<td>23</td>
<td>$\lambda/4$ Bragg</td>
</tr>
<tr>
<td>AlP</td>
<td>Z</td>
<td>23</td>
<td>including AlP strain</td>
</tr>
<tr>
<td>AlAs</td>
<td>Y/2</td>
<td>23</td>
<td>compensating inset</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>stop rotation before layer</td>
</tr>
<tr>
<td>GaAs</td>
<td>X-CW/2</td>
<td>1</td>
<td>$\lambda/4$ reduce T</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>start rotation after layer</td>
</tr>
<tr>
<td>$\text{In}<em>{0.08}\text{Ga}</em>{0.92}\text{As}$</td>
<td>W</td>
<td>1</td>
<td>QW carrier trap</td>
</tr>
<tr>
<td>GaAs</td>
<td>X-CW3/2-B/2</td>
<td>1</td>
<td>$\lambda/4$</td>
</tr>
<tr>
<td>$\text{In}<em>{0.08}\text{Ga}</em>{0.92}\text{As}$</td>
<td>W</td>
<td>2</td>
<td>QW</td>
</tr>
<tr>
<td>GaAs</td>
<td>B</td>
<td>2</td>
<td>barrier</td>
</tr>
<tr>
<td>$\text{In}<em>{0.08}\text{Ga}</em>{0.92}\text{As}$</td>
<td>W</td>
<td>2</td>
<td>QW</td>
</tr>
<tr>
<td>GaAs</td>
<td>2X-2CW-B</td>
<td>1</td>
<td>$\lambda/2$</td>
</tr>
<tr>
<td>$\text{In}<em>{0.08}\text{Ga}</em>{0.92}\text{As}$</td>
<td>W</td>
<td>1</td>
<td>QW</td>
</tr>
<tr>
<td>GaAs</td>
<td>B</td>
<td>2</td>
<td>barrier</td>
</tr>
<tr>
<td>GaAs</td>
<td>X-CW3/2-B/2</td>
<td>1</td>
<td>$\lambda/4$</td>
</tr>
<tr>
<td>$\text{In}<em>{0.08}\text{Ga}</em>{0.92}\text{As}$</td>
<td>W</td>
<td>2</td>
<td>QW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>stop rotation before layer</td>
</tr>
<tr>
<td>GaAs</td>
<td>X-CW/2</td>
<td>1</td>
<td>$\lambda/4$ reduce T</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>start rotation before layer</td>
</tr>
<tr>
<td>AlAs</td>
<td>Y/2</td>
<td>26</td>
<td>compensating inset</td>
</tr>
<tr>
<td>AlP</td>
<td>Z</td>
<td>26</td>
<td>including AlP strain</td>
</tr>
<tr>
<td>AlAs</td>
<td>Y/2</td>
<td>26</td>
<td>$\lambda/4$ Bragg</td>
</tr>
<tr>
<td>GaAs</td>
<td>X</td>
<td>26</td>
<td>$\lambda/4$ Bragg</td>
</tr>
<tr>
<td>GaAs</td>
<td>200 nm</td>
<td>1</td>
<td>buffer</td>
</tr>
</tbody>
</table>

Summary
As for the present day, we received bare microcavity samples with long photon lifetime and strain compensated bare microcavity samples, we did not received strongly coupled strain compensated microcavity samples with long photon lifetime which could be used for the purpose of the polariton quantum fluid measurements.
**APPENDIX D  ABBREVIATIONS**

Physical constants and abbreviations commonly used in the main text are short listed below.

c-speed of light \( c = 3 \cdot 10^8 \text{m/s} \)
electron charge \( e = -1.6^{-19} \text{C} \)
m\(_e\)-electron mass \( m_e = 0.51 \text{ MeV}/c^2 \)

AFM-atomic force microscope
DBRs-distributed Bragg reflectors
FIB-focused-ion beam
FESEM-field emission scanning electron microscopy
FF-far-field
FWHM-full width at half maximum
GP-Gross-Pitaevskii equation
MBE-molecular beam epitaxy
MC-microcavity
MD-misfit dislocations
NF-near field
PD-point-like defects
QW-quantum well
RF - radio frequency
SEM-scanning electron microscopy
TD-threading dislocations
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