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Transient elastohydrodynamic point contact analysis using a new coupled differential deflection method
Part 1: theory and validation
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Mechanical Engineering and Energy Studies Division, Cardiff School of Engineering, Cardiff University, Cardiff, Wales, UK

Abstract: The paper presents a transient analysis technique for point contact elastohydrodynamic (EHL) lubrication problems using coupled elastic and hydrodynamic equations. Full coupling is made possible by use of a novel differential deflection formulation. The way in which the differential deflection is incorporated into the overall solution method for a point contact is discussed. A range of spatial and temporal discretization methods are incorporated and compared. The method is validated under transient conditions by a detailed comparison with published work produced using a different, independent method incorporating a moving roughness feature.

A comparison of the results with different discretization methods leads to the conclusion that spatial central differencing with a Crank–Nicolson temporal discretization is the most effective finite difference scheme, and this is generally equivalent to the finite element discretization given in detail in the paper. A comparison of the results produced for moving rough surfaces suggests that the finite element formulation is preferred.

Keywords: point contact EHL, non-Newtonian, transient, coupled method, differential deflection

NOTATION

\( A_b \)  
height of the surface feature defined by equation (12) (m)

\( E' \)  
effective modulus of elasticity (Pa)

\( f_{i,j} \)  
pressure coefficient in the differential deflection equation (m\(^{-1}\))

\( F \)  
factor determining timestep = \( \mathcal{C} \Delta t / \Delta x \)

\( h \)  
film thickness (m)

\( h_0 \)  
constant in the film thickness equation (3) (m)

\( L \)  
Moes and Bosma non-dimensional parameter = \( \omega E'[2\eta_0 U^2/(E'R)]^{1/4} \)

\( M \)  
Moes and Bosma non-dimensional parameter = \( \omega E'[2\eta_0 U^2/E'^2R]^{3/4} \)

\( n_c \)  
number of neighbouring mesh points in discretization

\( N_i \)  
shape function

\( p \)  
pressure (Pa)

\( p_{hz} \)  
maximum pressure in Hertzian contact (Pa)

\( P \)  
load (N)

\( W_b \)  
width of surface feature defined by equation (12) (m)

\( x, y \)  
coordinates in the contact plane (m)

\( X_b \)  
x coordinate of the centre of the ridge feature (m)

\( Z \)  
p parameter in the viscosity equation (5)

\( \alpha \)  
pressure viscosity coefficient (Pa\(^{-1}\))

\( \eta \)  
viscosity (Pa s)

\( \Delta t \)  
timestep (s)

\( \Delta x, \Delta y \)  
mesh spacing in coordinate directions (m)

\( \mathcal{C}, \mathcal{P} \)  
mean surface velocities in axis directions (m/s)

\( R_x, R_y \)  
radii of relative curvature in axis directions (m)

\( u \)  
total deflection of the surfaces perpendicular to the \( xy \) plane (m)

\( \mathcal{O} \)  
load (N)

\( P^{\mathcal{O}} = p/p_{hz} \) in Figs 4 to 7

\( \mathcal{R} \)  
2\( R_x R_y / (R_x + R_y) \) (m)

\( \mathcal{R}^{\mathcal{R}} \)  
2\( R_x R_y / (R_x + R_y) \) (m)

\( \mathcal{U}, \mathcal{V} \)  
mean surface velocities in axis directions (m/s)

\( \kappa \)  
coefficient in the density equation (6)

\( \gamma \)  
coefficient in the density equation (6) (Pa\(^{-1}\))
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\( \eta_0 \) viscosity at ambient pressure (Pa s)
\( \kappa \) coefficient in the viscosity equation (5) (Pa s)
\( \lambda \) coefficient in the density equation (6) (Pa\(^{-1}\))
\( \xi \) slide–roll ratio
\( \rho \) density (kg/m\(^3\))
\( \rho_0 \) density at ambient pressure (kg/m\(^3\))
\( \sigma_x, \sigma_y \) flow coefficients in axis directions (m/s)
\( \tau_0 \) non-Newtonian shear stress parameter (Pa)
\( \phi \) surface roughness feature (m)
\( \zeta \) coefficient in the viscosity equation (5) (Pa\(^{-1}\))

1 INTRODUCTION

This paper presents a method for solving the elasto-hydrodynamic lubrication (EHL) point contact problem where the two equations describing the physics of the situation are solved as a coupled pair. The nature of the elastic deflection equation that is conventionally used in EHL analyses is such that the deflection at each point in a computational grid must be regarded as the weighted sum of the hydrodynamic pressures at all points in the grid.

Solving the hydrodynamic and elastic deflection equations simultaneously as a coupled pair is consequently impractical as the elastic equation is discretized into a ‘full matrix’ problem. The differential deflection approach presented by the authors [1, 2] enables this full matrix difficulty to be eliminated. Application of the method in the less computationally demanding line contact configuration has proved to be highly effective [3] and has enabled results to be obtained for conditions taken from gear testing experiments [4] where the roughness features are an order of magnitude larger than the smooth surface film thickness that can be expected to develop between the components. Indeed, it has been possible to study features such as transient microcontact between asperity tips, and in-contact cavitation between successive asperity features has been found to occur in such analyses [5]. The current paper describes the extension of the coupled method to the point contact problem in which side-leakage effects occur and validation of the technique by comparison with published solutions [6] produced by an independent method.

Detailed EHL numerical solution schemes have been formulated for both line and point contact configurations over the last half century, with developments fuelled by the radical growth of computational power available to analysts. However, the ‘full matrix’ issue referred to above has generally meant that the numerical strategy adopted is one of sequential solution of the hydrodynamic equation and the elastic deflection equation. Relaxation techniques are used to systematically modify an initial approximation to the solution until a converged result is obtained that satisfies the two equations simultaneously. Since the elastic deflection within the contact is often an order of magnitude or more greater than the remaining film thickness it is clear that sequential solution of the two governing equations has been adopted on the basis of what is possible rather than what is desirable. The development of sequential solvers has been steady, starting with the pioneering work of Dowson and Higginson [7] for steady state line contacts and progressing to the sophisticated methods that are current for transient point contacts based on multilevel approaches [6], and incorporating fast Fourier transform calculation of the deflection [8], for example.

Very few workers have attempted to fully couple the elastic and hydrodynamic equations within an EHL solution scheme. Notable efforts in this area can be found [9, 10], but further development has been generally seen as blocked by the intractable ‘full matrix’ problem. The key to the current development is the discovery [1] that the elastic equation can be specified in a differential form and that in this form the effect of pressure on the differential equation is spatially limited. This property can then be exploited to effectively fully couple the elastic and hydrodynamic equations. In the line contact implementation [3] this was achieved using a restricted bandwidth elimination solver. The bandwidth of the point contact problem depends on the number of mesh points in the computing area (in its smallest dimension). The point contact bandwidth thus remains large even though the influence of pressure on deflection is spatially very limited. Elimination methods have not, therefore, been adopted for the current work and a particular coupled iterative technique has been developed that solves the coupled equations very effectively. The solutions presented in the paper have been produced using this approach.

This paper is mainly concerned with the formulation, discretization and validation of the transient point contact coupled solution method incorporating the deflection equation in differential form. A companion paper presents results for rough surface conditions including ground surface features transverse to the entrainment direction, and confirms that the benefits of the method already observed in line contact solutions can also be obtained in the point contact case.

2 FUNDAMENTAL EQUATIONS

The hydrodynamic Reynolds equation is stated as

\[
\frac{\partial}{\partial x} \left( \sigma_x \frac{\partial p}{\partial x} \right) + \frac{\partial}{\partial y} \left( \sigma_y \frac{\partial p}{\partial y} \right) - \frac{\partial (\rho \dot{V})}{\partial x} - \frac{\partial (\rho \dot{V})}{\partial y} - \frac{\partial (\rho h)}{\partial t} = 0
\]  (1)
where $\sigma_x$ and $\sigma_y$ are given by $\sigma_x = \sigma_y = \rho h^2/(12\eta)$ for a Newtonian fluid model. For non-Newtonian situations, $\sigma_x$ and $\sigma_y (\neq \sigma_x)$ are determined from the lubricant’s pressure, pressure gradients, film thickness and surface velocities, as discussed in reference [11]. For the cases considered in the current paper, rolling and sliding take velocity, as discussed in reference [11].

Consequently, the cross-derivative pressure terms included in the Reynolds equation for general surface kinematics in reference [11] are not included and equation (1) may be written as

$$\frac{\partial}{\partial x} \left( \sigma_x \frac{\partial p}{\partial x} \right) + \frac{\partial}{\partial y} \left( \sigma_y \frac{\partial p}{\partial y} \right) - \mathcal{U} \left( \rho \frac{\partial h}{\partial x} + h \frac{\partial \rho}{\partial y} \frac{\partial h}{\partial x} \right) - \frac{\partial (\rho h)}{\partial t} = 0$$

(2)

The film thickness is given by the expression

$$h(x, y) = \frac{x^2}{2R_x} + \frac{y^2}{2R_y} + u(x, y) + h_0$$

(3)

The elastic deflection equation is utilized in the differential form developed by Evans and Hughes [1], so that over a regular discretization mesh

$$\frac{\partial^2 u(x, y)}{\partial x^2} + \frac{\partial^2 u(x, y)}{\partial y^2} = \frac{2}{\pi E'} \sum_{k, l} f_{k-1, l-j} p_{k, l}$$

and the film thickness is related to the pressure distribution by the differential equation

$$\frac{\partial^2 h(x, y)}{\partial x^2} + \frac{\partial^2 h(x, y)}{\partial y^2} = \frac{1}{R_x} + \frac{1}{R_y}$$

$$+ \frac{2}{\pi E'} \sum_{k, l} f_{k-1, l-j} p_{k, l}$$

(4)

A detailed derivation of the pressure influence factors $f_{i,j}$ for the differential deflection method is given in reference [1], where it is shown that the coefficients decay exceedingly rapidly as the indices increase from zero in comparison with the corresponding pressure influence coefficients for the conventional semi-infinite body deflection equation. In the differential form of the deflection equation, equation (4), the effect of pressure is thus extremely localized, which has enormous benefits in simultaneous numerical solution of equation (2) and (4).

Equations (2) and (4) are discretized as a coupled pair of differential equations to be solved simultaneously as described below. The non-linear dependence of viscosity and density on pressure are taken to be given by the well-known Roelands and Dowson and Higginson relationships respectively:

$$\eta = \eta_0 \exp \left\{ \ln \left( \frac{\eta_0}{\kappa} \right) \left[ (1 + \gamma p)^2 - 1 \right] \right\}$$

(5)

$$\rho = \rho_0 \left( \frac{1 + \gamma_p}{1 + \gamma_p} \right)$$

(6)

These may be replaced by any other relationship that is appropriate for a given lubricant.

3 DISCRETIZATION

The equations are discretized on a rectangular mesh of points $(x_i, y_j)$. Equation (4) is expressed using finite differences as

$$\frac{h_{i+1,j} + h_{i-1,j} - 2h_{i,j}}{\Delta x^2} + \frac{h_{i,j+1} + h_{i,j-1} - 2h_{i,j}}{\Delta y^2}$$

$$= \frac{1}{R_x} + \frac{1}{R_y} + \frac{2}{\pi E'} \sum_{k, l} f_{k-1, i-j} p_{k, l}$$

(7)

Equation (2) is discretized in a number of ways to allow for comparison between methods and with published reference material as discussed in later sections. The favoured form is obtained using linear finite elements (FEs) for the spatial discretization together with a standard Crank–Nicolson discretization of the time-dependent term. The Galerkin method to minimize the residual error over the finite element leads to equation (2) being expressed in the form

$$\int \left[ N_i \frac{\partial}{\partial x} \left( \sigma_x \frac{\partial p}{\partial x} \right) \right] dx dy + \int \left[ N_i \frac{\partial}{\partial y} \left( \sigma_y \frac{\partial p}{\partial y} \right) \right] dx dy$$

$$- \mathcal{U} \int \left[ N_i \left( \rho \frac{\partial h}{\partial x} + h \frac{\partial \rho}{\partial y} \frac{\partial h}{\partial x} \right) \right] dx dy$$

$$- \int N_i \frac{\partial (\rho h)}{\partial t} dx dy = 0$$

where $N_i$ are the four shape functions for the linear rectangular finite element adopted and the integrals are over the area of the element. The ‘weak’ formulation reduces the order of pressure gradient terms to give

$$\int \left[ \frac{\partial N_i}{\partial x} \left( \sigma_x \frac{\partial p}{\partial x} \right) \right] dx dy + \left[ \frac{\partial N_i}{\partial y} \left( \sigma_y \frac{\partial p}{\partial y} \right) \right] dx dy$$

$$+ \mathcal{U} \int N_i \left( \rho \frac{\partial h}{\partial x} + h \frac{\partial \rho}{\partial y} \frac{\partial h}{\partial x} \right) dx dy$$

$$+ \int N_i \frac{\partial (\rho h)}{\partial t} dx dy = 0$$

where the boundary integrals have been deleted since they cancel on internal element boundaries and are replaced with boundary conditions on the periphery of the solution. The pressure and film thickness terms are expressed as summations of their nodal values to give

$$\int \left[ \frac{\partial N_i}{\partial x} \left( \sigma_x \frac{\partial N_j}{\partial x} \rho_j \right) \right] dx dy + \left[ \frac{\partial N_i}{\partial y} \left( \sigma_y \frac{\partial N_j}{\partial y} \rho_j \right) \right] dx dy$$

$$+ \mathcal{U} \int N_i \left( \rho \frac{\partial N_j}{\partial x} h_j + h \frac{\partial \rho}{\partial y} \frac{\partial N_j}{\partial x} \right) dx dy$$

$$+ \int N_i \frac{\partial (\rho N_j h_j)}{\partial t} dx dy = 0$$
where the repeated suffix $j$ indicates summation over the four nodal values and the symbol $\sim$ is used to indicate the average value obtained from the shape functions and current nodal values, which linearizes the problem. The Crank–Nicholson discretization of the time derivative between timesteps $m-1$ and $m$ results in
\[
\left[ \frac{2}{\Delta t} \right] N_i \rho_j h_j \, dx \, dy + \int \frac{\partial N_j}{\partial x} \left( \sigma_1 \frac{\partial N_j}{\partial x} p_j \right) \, dx \, dy
\]
\[+ \quad \int \frac{\partial N_j}{\partial y} \left( \sigma_2 \frac{\partial N_j}{\partial x} p_j \right) \, dx \, dy
\]
\[+ \quad \partial \left[ N_j \left( \frac{\partial h}{\partial x} + \frac{\partial \rho}{\partial x} \frac{\partial p}{\partial x} \right) \right] \, dx \, dy
\]
\[= \quad \left[ \frac{2}{\Delta t} \right] N_i \rho_j h_j \, dx \, dy - \int \frac{\partial N_j}{\partial x} \left( \sigma_1 \frac{\partial \rho}{\partial x} \right) \, dx \, dy
\]
\[- \quad \int \frac{\partial N_j}{\partial y} \left( \sigma_2 \frac{\partial \rho}{\partial y} \right) \, dx \, dy
\]
\[- \quad \partial \left[ N_j \left( \frac{\partial h}{\partial y} + \frac{\partial \rho}{\partial p} \frac{\partial p}{\partial y} \right) \right] \, dx \, dy \right]^{m-1}
\]
These four equations ($i = 1, 2, 3, 4$) discretize the Reynolds equation to give an element fluid matrix with two degrees of freedom ($h$ and $p$) at each node, and numerical Gauss point quadrature (2 by 2) is used to evaluate the area integrals. The global fluid matrix for the whole problem is then assembled using standard methods.

When assembled into an overall FE problem the equations for each node involve the pressure and film thickness values at the node and its eight surrounding neighbouring nodes. Thus the assembled equations (8) for the $(i,j)$ node can be written in the form
\[
\sum_{k=0}^{n_c} A_k p_k + \sum_{k=0}^{n_c} B_k h_k = R_{i,j}
\]
where the suffix $k$ represents the nodes contributing to the assembled equation at node $(i,j)$ and $k = 0$ denotes that node. $A_k$ and $B_k$ are the pressure and film variable coefficients for the Reynolds equation and $n_c$ is the number of neighbouring nodes involved in the formulation.

The pressure summation in equation (7) is partitioned into those terms that involve the pressure at node $(i,j)$ and its $n_c$ neighbours, which are moved to the left-hand side, and the remainder, which are retained on the right-hand side. This equation can then be written in a corresponding form to equation (9) as
\[
\sum_{k=0}^{n_c} C_k p_k + \sum_{k=0}^{n_c} D_k h_k = E_{i,j}
\]
where $C_k$ and $D_k$ are the pressure and film variable coefficients for the differential deflection equation. [Clearly equation (7) requires that the $D_k$ coefficients are zero for the neighbouring nodes which are diagonal to node $(i,j)$.] The right-hand side, $E_{i,j}$, contains the pressure summation $\Sigma_{all} f_{k-1,i,j} p_{k,l}$ for all pressure contributions except those incorporated in the first term on the left-hand side. The summation contributing to $E_{i,j}$ is split into two parts as $\Sigma_{close} f_{k-1,i,j} p_{k,l}$ and $\Sigma_{far} f_{k-1,i,j} p_{k,l}$, so that at each point in the mesh there are three regions contributing to the pressure summation. The near region is that embodied on the left-hand side of equation (10), which corresponds to the point at which the equation is applied and its $n_c$ nearest neighbours $(i \pm 1, j \pm 1)$. The close region is a square (or rectangular) area surrounding the near region and the far region makes up the remainder of the summation. The differential deflection formulation results in pressure weighting coefficients whose magnitudes fall rapidly to zero as their indices increase [1]. The contribution to $E_{i,j}$ from close and far contributions can be linearized as a result so that the coupled equations to be solved are equations (9) and (10). For the line contact formulation of this problem [3] an elimination solver was used to solve the equivalent pair of equations. For the point contact, however, equations (9) and (10) have a bandwidth equal to four times the number of mesh points in the narrowest grid dimension. This represents a formidable computational problem, and as is common in high mesh density FE problems, an iterative solution method is adopted. A simple Gauss–Seidel point iteration, where equation (9) is used as an iterative modification for pressure at node $(i,j)$ and equation (10) as an iterative modification for film thickness, was found to be unstable and unsuitable. Instead, equations (9) and (10) are organized in the form
\[
A_0 p_0 + B_0 h_0 = \tilde{R}_{i,j} = R_{i,j} - \Sigma_{k=1}^{n_c} A_k p_k - \Sigma_{k=1}^{n_c} B_k h_k
\]
\[
C_0 p_0 + D_0 h_0 = \tilde{E}_{i,j} = E_{i,j} - \Sigma_{k=1}^{n_c} C_k p_k - \Sigma_{k=1}^{n_c} D_k h_k
\]
which are regarded as a pair of iterative equations to be solved simultaneously for the updated values of $p_0$ and $h_0$ [i.e. the nodal values at node $(i,j)$]. The new iterative values at the node are thus
\[
\tilde{p}_{i,j}^{new} = \frac{\tilde{R}_{i,j} D_0 - \tilde{E}_{i,j} B_0}{A_0 D_0 - B_0 C_0}
\]
\[
\tilde{h}_{i,j}^{new} = \frac{\tilde{E}_{i,j} A_0 - \tilde{R}_{i,j} C_0}{A_0 D_0 - B_0 C_0}
\]
and simple iteration using this pair of expressions is found to solve the coupled equations rapidly without any need of under-relaxation. The boundary of the near region can be extended by adopting a higher value of $n_c$, but this has been found to be unnecessary.

The boundary equations to be specified for the Reynolds equation are that pressure is everywhere
positive and fixed at zero on the boundaries of the computing region. The boundary conditions required for equation (7) are values of \( h \) on the boundaries. These are obtained by applying equation (3) using the pressure distribution from the outer loop of the current timestep, with the deflection, \( u \), on the boundary obtained from a discretized form of the conventional integral equation for deflection. Maintaining pressure at locations within the contact region where localized cavitation takes place does not strictly maintain continuity at these locations. Means of dealing with this situation in the iterative solver are under development using the simpler line contact situation and will be incorporated in the point contact method in due course. This factor is not thought to be significant as far as the results presented in this paper are concerned.

The coefficients \( C_k \) and \( D_k \) do not change during the solution. For the calculation of \( h(x, y) \) and \( p(x, y) \) at a particular timestep the following steps are involved:

1. Take the previous timestep as an initial approximation for \( p \) and \( h \). Calculate the boundary values of \( h \).
2. Evaluate \( R_{ij} \) from the values of \( p \) and \( h \) for the previous timestep.
3. Evaluate \( E_{ij} \) using the current approximation to \( p \).
4. Evaluate the \( A_k \) and \( B_k \) coefficients for the Reynolds equation based on the current approximation to \( p \) and \( h \).
5. Solve coupled equations (9) and (10) by iterative application of equations (11).
6. Re-evaluate the close contribution to \( E_{ij} \) and the boundary values for \( h \) based on the current approximation to \( p \).
7. Repeat from step 4 until \( p(x, y) \) and \( h(x, y) \) are converged. Re-evaluate the far contribution to \( E_{ij} \) as necessary.

Comprehensive trials established that re-evaluation of the far contribution to \( E_{ij} \) is not necessary during the timestep. This would be the most time consuming aspect of the calculation for fine mesh problems were this not the case. The techniques of multilevel integration [12] or convolution integration via the Fourier transform [13] may both be used to accelerate the calculation of the far contribution to \( E_{ij} \), particularly as the kernel of the convolution integral is not singular. The calculations for the current paper were carried out on a 600 MHz workstation. For the most demanding problem considered of two rough surfaces with a grid of \( 800 \times 100 \) mesh points and a spatial resolution of \( a/200 \) and \( b/50 \), the computing time is about 30 s per timestep. Half of this time is absorbed in the iterative solution of equations (9) and (10) and a quarter in the evaluation of the flow coefficients \( \sigma_x \) and \( \sigma_y \). Both of these heavy computational demands could be substantially reduced but the authors have not pursued this avenue to date.

The differential deflection equation is specified as described above for all the cases considered in this work. Comparisons of different discretizations of the Reynolds equation are carried out within this same framework so that the solution scheme is general and the only differences between particular implementations are the number of coefficients used in equation (9) and their particular values. Four discretization schemes for the Reynolds equation were used: the FE formulation detailed above and three finite difference discretizations using central differences and two forms of backward difference for the first-order terms as advocated and used by Venner and Lubrecht [6] and others. Details of these formulations are specified in the Appendix.

4 RESULTS

The solution scheme was validated using a range of steady state point contact conditions and the transverse roughness feature modelled by Venner and Lubrecht [6] in both stationary roughness (steady state) and moving roughness (time-dependent) conditions. The extensive results presented by these authors for this case have been of great utility in enabling validation of the differential deflection technique against an entirely independent calculation method.

For steady state analyses five test cases were adopted that had operating conditions as given in Table 1. For steady state cases coefficient \( B_0 \) in the central difference representation of the Reynolds equation is zero. It is non-zero, but very small in comparison with other contributions, in the FE discretization. The backward difference schemes maintain a relatively high value for \( B_0 \) and as a result solutions are easier to obtain with these formulations. This situation is most apparent with steady state Newtonian high load conditions. When non-Newtonian conditions are introduced small amounts of sliding are sufficient to change the balance of terms in the formulations considerably, so that conclusions

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Specification of circular contact test cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R_c ) (mm)</td>
<td>6.35</td>
</tr>
<tr>
<td>( R_b ) (mm)</td>
<td>6.35</td>
</tr>
<tr>
<td>( \dot{v} ) (m/s)</td>
<td>0.21</td>
</tr>
<tr>
<td>( E^* ) (GPa)</td>
<td>227.3</td>
</tr>
<tr>
<td>( \eta_0 ) (Pa s)</td>
<td>0.0096</td>
</tr>
<tr>
<td>( x ) (GPa)</td>
<td>17.0</td>
</tr>
<tr>
<td>( \lambda ) (GPa)</td>
<td>1.683</td>
</tr>
<tr>
<td>( \gamma ) (GPa)</td>
<td>2.266</td>
</tr>
<tr>
<td>( \chi ) (GPa)</td>
<td>5.1</td>
</tr>
<tr>
<td>( k ) (Pa s)</td>
<td>( 6.3 \times 10^{-6} )</td>
</tr>
</tbody>
</table>

Case | \( w \) (N) | \( P_{se} \) (GPa) | \( L \) | \( M \) |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.198</td>
<td>0.230</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>0.99</td>
<td>0.394</td>
<td>5</td>
<td>50</td>
</tr>
<tr>
<td>3</td>
<td>3.96</td>
<td>0.625</td>
<td>5</td>
<td>200</td>
</tr>
<tr>
<td>4</td>
<td>19.8</td>
<td>1.069</td>
<td>5</td>
<td>1000</td>
</tr>
<tr>
<td>5</td>
<td>99.0</td>
<td>1.829</td>
<td>5</td>
<td>5000</td>
</tr>
</tbody>
</table>
reached as to optimum numerical formulations under Newtonian conditions no longer necessarily hold. The extent of the changes caused to the flow factors by introducing sliding in a Johnson and Tevaarwerk [14] non-Newtonian model with parameter \( \tau_0 = 3 \text{ MPa} \) is illustrated in Fig. 1 for the example of test case 5. When \( \zeta \) is zero both \( \sigma_x \) and \( \sigma_y \) have a value of \( 6.7 \times 10^{-30} \) so that a 2 per cent level of sliding can be seen to increase the flow factors \( \sigma_x \) and \( \sigma_y \) by five orders of magnitude in the sliding direction \( (\sigma_x) \) and four orders of magnitude in the non-sliding direction \( (\sigma_y) \). Appropriate models for describing non-Newtonian behaviour remain a matter for debate, but this degree of reduction in effective viscosity causes significant differences to the numerical behaviour of the methods, and pure rolling/Newtonian conditions, for which many of the arguments in favour of backward difference formulations have been made, are really seen to be a very special case. Introducing time dependence removes the difficulties for all cases as \( B_0 \) is then of significant magnitude in comparison with other coefficients for appropriate timesteps [15].

For steady state Newtonian conditions backward difference formulations are found to be the most effective at high loads. For test case 5 these are the only formulations that produce smooth converged solutions with coarse meshes. This singular equation situation is not, however, of practical significance, as discussed above, although it has been the bane of numerical analysts studying Newtonian EHL problems for two generations or more. Figure 2 compares the central and minimum film thickness values for test case 4 obtained with all the discretization methods considered for a range of mesh discretisations, and shows that the second-order finite difference methods and the FE method behave in a very similar fashion. As pointed out by Venner and Lubrecht [6], the first-order backward difference method is less satisfactory and requires a very fine nodal structure to obtain the same answer as the other methods.

### 4.1 Validation under steady state conditions

The results for steady state, smooth cases with Newtonian conditions confirm the equivalence of the differential deflection formulation and the traditional method of treating deflection in point contact EHL solutions. The results correspond closely to published work using other methods (e.g. reference [16]). To
validate the approach for rough surface conditions extensive comparison was made with the results published by Venner and Lubrecht [6] for the case of a transverse ridge added to one of the otherwise smooth contacting bodies. The ridge assumed is a modulated cosine wave that has the formula

\[
\phi = A_b \times 10^{-10} \left( \frac{x - x_b}{w_b} \right)^2 \cos \left( 2\pi \frac{x - x_b}{w_b} \right) \tag{12}
\]

The parameters chosen by Venner and Lubrecht [6] are \( A_b = 0.2 \mu m \) and \( W_b = 129 \mu m \), which produce a ridge height of 0.2 \( \mu m \) and an effective width of 70 \( \mu m \), as illustrated in Fig. 3.

For the validation exercise the Reynolds equation was discretized using the second-order backward difference method adopted by Venner and Lubrecht [6] with the same mesh resolution and computational mesh. The steady state result obtained using the current method without including the ridge was 5 per cent lower in central film thickness and 3 per cent lower in minimum film thickness than the corresponding quoted result. There was no significant difference in the pressure distributions obtained; each distribution supported the specified load and the calculated pressure values at the centre of the contact differed by less than 0.5 per cent. The small difference in film thickness probably results from the different elemental pressure forms used to discretize the deflection integral in the two methods. For the case analysed the deflection at the centre of the contact is 20 times the level of film thickness, so a 5 per cent difference in the calculated \( h_c \) value for notionally the same pressure distribution corresponds to a difference in the calculated deflection of the order of 0.25 per cent.

The EHL behaviour in simple sliding with the transverse ridge superimposed on the stationary surface was compared with the published data and shows all the features of those results [15]. Figure 4 compares the current results with the published ones at two particular ridge locations of \( x_b = \pm 0.5a \). The comparisons show that the results obtained are identical except for the same small difference in the magnitude of the film thickness.

### 4.2 Validation under transient conditions

For the transient case, a comparison was made with all of the conditions considered by Venner and Lubrecht [6]. Again the discretization of the Reynolds equation was identical to that used for the published results with a
second-order backward difference scheme used for the 
squeeze-film term. Figure 5 compares the pressures and 
film thickness obtained when the ridge is again centred 
at \( x_b = \pm 0.5a \) for the pure rolling case. The results 
obtained with the current method can again be seen to 
be almost identical to the reference case of Venner and 
Lubrecht [6], with the same very minor difference in film 
thickness. The pressure distribution and film thickness 
shapes can be seen to be identical. The comparisons 
described are regarded as sufficient to validate the 
accuracy of the current method. The authors are 
indebted to Dr C. H. Venner (personal communication, 
2002) for providing more recent versions of the figures in 
reference [6] for the purposes of this comparison, which 
correct a minor contradiction between the method 
statement in reference [6] and the figures given in that paper.

The transient case was analysed using alternative 
formulations for the first-order spatial derivatives and 
the time derivative in comparative studies. The transient 
term in the Reynolds equation was discretized in two 
different ways, firstly using a second-ordered backward 
difference formulation and secondly using the Crank– 
Nicolson method as described in section 3. The pure 
rolling transient example described above was recalcu-
lated using these alternative transient term representa-
tions and maintaining the second-order backward 
difference evaluation of the first-order spatial deriva-
tives. A range of timestep values was adopted such that

\[
\Delta t = \frac{F \Delta x}{\bar{U}}
\]

with values of \( F \) taken as \( F = 4, 2, 1, 0.5, 0.25, 0.125, 
0.0625 \) in turn for comparison. The finest timestep, 
where \( F = 0.0625 \), is used as a reference case. The 
differences between the methods at that resolution are 
seen to be very small, as shown in Fig. 6, which gives the 
results at the timestep where the ridge feature is centred 
at the origin, i.e. \( x_b = 0 \). The Crank–Nicolson result at 
this temporal resolution is used as the reference in 
comparing results for larger timestep values. Figure 7 
shows the results obtained with the two discretization 
methods over the range of timestep values adopted. In 
all cases the timestep illustrated is that having \( x_b = 0 \), so 
that the profiles are directly comparable with the 
reference case. In general the Crank–Nicolson formulation 
approached the asymptotic solution with \( F = 0.0625 \) more rapidly as the timestep is reduced than 
does the backward difference formulation. Comparison 
of the results for \( F = 2, 1 \) and 0.5 suggests that the error
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**Fig. 5** Comparison of the transient pure rolling case with published results: (a) \( x_b = -0.5a \), (b) \( x_b = 0.5a \). Dotted curves are from Venner (personal communication, 2002); solid curves are produced by the current method.

**Fig. 6** Results at the ridge position \( x_b = 0 \) using the two time discretization methods with \( F = 0.0625 \); the dotted curve gives the second-order backward difference result; the solid curve gives the Crank–Nicolson result.
in the backward difference formulation corresponds to that in the Crank–Nicolson method when the timestep is twice as large. This observation might well be expected as the finite backward difference formulation is second-order accurate in \( \Delta t \). The Crank–Nicolson approach, on the other hand, applies a central difference midway between timesteps, so that the temporal resolution may be expected to be second-order accurate in \( \Delta t/2 \). The error term in the second-order backward difference and Crank–Nicolson approximations are seen to be \( (\Delta t^3/3)(\partial^3/\partial t^3) \) and \( (\Delta t^3/24)(\partial^3/\partial t^3) \) respectively, so that the comparative behaviour of the two methods in Fig. 7 is consistent with the larger error involved in the second-order backward derivative at any given timestep. The practical conclusion is that the Crank–Nicolson scheme allows timesteps that are twice as large to be used without sacrificing accuracy. This temporal resolution method has therefore been adopted for the remainder of this study.

Comparisons were also carried out between second-order backward difference and central difference methods for approximating the first-order spatial derivatives in the Reynolds equation. The case considered was more heavily loaded than in the previous comparison with the conditions as specified in Table 1, but with \( U = 3.36 \text{ m/s} \) and \( w = 158.4 \text{ N} \) so that the non-dimensional groups have values of \( L = 10 \) and \( M = 1000 \), and the maximum Hertzian pressure is 2.15 GPa. The contact had \( \xi = 0.25 \) and \( \tau_0 = 3 \text{ MPa} \) and a transverse ridge of the form of equation (12) with \( A_b = 0.2 \text{ m} \) and \( W_b = 0.75a \) on the faster moving surface.

The results obtained for the two methods with a spatial resolution of \( A_x = A_y = a/150 \) were indistinguishable and are shown as a reference in Figs 8 and 9 as solid lines. The timestep presented has the ridge centred at \( x_b = 0.5a \). Figure 8 shows the way that the central difference method results approach the reference result for a sequence of mesh resolutions. The corresponding
results for the second-order backward method are shown in Fig. 9. Comparison of the two figures shows that the central difference formulation is closer to the reference result at any given resolution, and consequently this method is adopted for the transient calculations. The strengths of the second-order backward method are most pronounced for steady state, Newtonian conditions, where they possess a distinct advantage in providing a very stable solution scheme.

A further example that demonstrates the robustness of the central difference approach is seen in using a rough surface profile in a stationary roughness configuration. The case considered has an elliptical contact corresponding to the crowned axially ground discs used for scuffing experiments at Cardiff [17]. Rolling and sliding is in the minor axis direction and the lay of the surface finish orientation is transverse to the entrainment direction in order to replicate the kinematic conditions typically found in gears. The conditions used for the analysis are given in Table 2 and give rise to a smooth surface film thickness of 0.48 μm, and the rough surface utilized for this stationary roughness example has an Rₐ value of 0.08 μm. Figure 10 shows the results obtained with a mesh having Δx = a/50 and Δy = a/50 using the central difference and second-order backward difference methods to approximate the first-order spatial derivatives in the Reynolds equation. The converged film thickness obtained with the second-order backward method can be seen to have physically unacceptable features. The film thickness is predicted to increase systematically in the entraining direction,
which cannot be physically correct for this stationary roughness case. The transverse pressure gradients are such as to move fluid away from the entrainment axis centre-line illustrated, so that it is clear that in this case the second-order backward method violates the fundamental mass flow continuity that the Reynolds equation is meant to impose on the solution. This is an issue of spatial resolution, as can be seen from Fig. 11, which shows the corresponding results when the mesh spacing is reduced in the $x$ direction to $\Delta x = a/300$, and clearly illustrates that both methods give identical results at this finer resolution.

A formal mathematical error analysis has not been carried out for this highly non-linear problem. The authors have been content to verify the accuracy of the numerical predictions by comparing results obtained with different temporal and spatial resolution to establish the resolution level necessary to produce results that are mesh independent as far as their engineering implications are concerned. This process is illustrated in Fig. 2 for the steady state case and in Figs 7, 8 and 9 for transient analyses of surfaces with a moving analytically defined surface feature. For the case of rough surfaces the issue of time and space resolution is the same for the current analyses as for corresponding line contact analyses reported by the authors in reference [3]. The comparisons made in that paper show that the values of $\Delta t$ and $\Delta x$ adopted for the current rough surface study are sufficiently fine for the engineering purpose of the analysis. The issue of resolution in the transverse, $y$, direction for this rough surface modelling is discussed in the companion paper which follows [18].

Figure 12 compares the central difference film thicknesses obtained for mesh resolutions of $\Delta x = a/50$ and $\Delta x = a/300$. It shows that the coarse resolution provides a result that is consistent with the fine resolution result taking into account the fact that the surface roughness is essentially resolved differently with a coarser mesh. This steady state comparison is disquieting if second-order backward difference methods are to be utilized for analysing rough surfaces. Their inability to maintain continuity when resolving roughness features relatively coarsely suggests that exceedingly fine meshes need to be used to ensure that continuity is maintained. Since this resolution is related to the roughness features and not to the Hertzian dimension, results obtained in this way for rough surfaces may be questionable. The results of the

| $R_x$ (mm) | 19.05 |
| $R_y$ (mm) | 150.5 |
| $\Psi$ (m/s) | 25 |
| $E$ (GPa) | 227.3 |
| $w$ (N) | 962 |
| $p_w$ (GPa) | 1.05 |
| $\xi$ | 0.25 |
| $\eta_0$ (Pa s) | 11.1 |
| $\sigma_0$ (Pa) | 0.005 |
| $\lambda$ (GPa$^{-1}$) | 1.683 |
| $\gamma$ (GPa$^{-1}$) | 2.266 |
| $\chi$ (GPa$^{-1}$) | 3.1 |
| $\kappa_0$ (Pa s) | $6.315 \times 10^{-6}$ |

Fig. 10 Comparison of pressure (upper curves) and film thickness (lower curves) results obtained with a stationary rough surface and a moving smooth surface using (——) central differences and (........) second-order backward differences with $a/\Delta x = a/\Delta y = 50$
comparisons of discretization methods made in this paper, for the differential deflection technique, therefore suggest that the preferred scheme incorporates a Crank–Nicolson approach for the squeeze-film term together with a central difference representation of the spatial derivatives. The latter may be usefully replaced by a second-order backward difference representation of the first-order spatial derivatives for the (special) case of steady state pure rolling conditions at heavy loads.

Discretization of the Reynolds equation by the FE method is found to be almost exactly equivalent to the central difference formulation for all of the test cases considered in the present paper [15]. A comparison in the current paper has been made between different finite difference schemes so as not to cloud the issues discussed.

Fig. 11  Comparison of pressure (upper curves) and film thickness (lower curves) results obtained with a stationary rough surface and a moving smooth surface using (———) central differences and (……….) second-order backward differences with $a/\Delta x = 300, a/\Delta y = 50$

Fig. 12  Comparison of the film thickness results obtained with a stationary rough surface and a moving smooth surface using central differences with (———) $a/\Delta x = 300, a/\Delta y = 50$ and (………) $a/\Delta x = a/\Delta y = 50$
in this paper by comparing results obtained using an FE formulation with ones based on finite difference (FD) techniques. Differences between the central FD and FE discretizations begin to appear when a transient analysis of rough surfaces is considered. Figure 13 shows entrainment centre-line comparisons of the pressure and film thickness at one timestep of such an analysis using these two alternative discretization approaches. The case considered is of two rough surfaces in EHL contact. Both bodies have the surface roughness features taken from the roughness profile illustrated in Fig. 14. The profile is taken from a test disc used in scuffing experiments. This disc is finished by transverse grinding and has undergone a degree of asperity modification due to plastic deformation during ‘running-in’ under load. The profile has a roughness average, \( R_a = 0.32 \mu m \), and the rounded nature of the prominent asperities brought about by the running-in process leads to a skewed distribution of surface heights. In the EHL model this finish is extruded across the whole contact in the transverse, \( y \), direction, so that the surface roughness features are orientated at right angles to the rolling/sliding direction. In this way the analysis models the orientation of roughness features in ground involute gearing applications that are the focus of the research project. The conditions analysed are again as given in Table 2, which leads to a contact semi-dimension in the \( x \) direction of 0.34 mm. The mesh size is \( \Delta x = a/200 \) so that mesh points are 1.7 \( \mu m \) apart. This means that theasperity centred at a traverse position of \( 690 \mu m \) in Fig. 14, which can be regarded as typical, is about \( 43 \mu m \) long from valley to valley and is thus resolved by 25 mesh points.

For the rough surface analysis the timestep adopted is that which causes the faster moving surface to move through one mesh spacing, \( \Delta x \), in two timesteps. Although the slide–roll ratio considered for the current paper is limited to \( \xi = 0.25 \), the method behaves in the same way as the corresponding line contact solution. For the line contact case an extensive range of sliding speeds has been used for analysis, with no signs of numerical instability for high sliding speeds [3–5]. Small differences are seen in the film thickness calculated using the two discretization methods, although there is no significant change. The calculated pressure for the finite difference formulation can be seen to respond more closely to individual roughness features than the corresponding FE analysis. With the FD formulation the finite difference equations are satisfied exactly at the mesh points, without reference to the space between them. The basis of the FE method is that the residual of the equation over the whole of the finite element is minimized in the solution. This difference in emphasis is inherent in the methods and is seen practically in the \( A_k \) and \( B_k \) coefficients in equation (9). With the FE method these coefficients are all non-zero so that all neighbouring points are involved in the algebraic representation of the Reynolds equation. With the FD version there is no contribution to the equation from the four diagonal neighbours to the mesh point.

---

**Fig. 13** Comparison of pressure (upper figure) and film thickness (lower figure) at a particular timestep for the transient analysis of two rough surfaces with (——) the FE formulation and (———) the central difference formulation.

**Fig. 14** Roughness profile used for the analyses illustrated in Figs 13 and 15. The profile is illustrated with the metal below the profile trace.
allows simple (point) iteration to obtain solutions to a complete range of point contact problems.
3. The methods have been validated by detailed comparisons with established results in the tribology literature.
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APPENDIX

The finite difference discretizations utilized are specified in terms of the second- and first-order x-derivative terms in the Reynolds equation:

\[
\frac{\partial}{\partial x} \left( \sigma \frac{\partial p}{\partial x} \right) - \bar{U} \left( \rho \frac{\partial h}{\partial x} + \dot{h} \frac{\partial p}{\partial x} \right)
\]

The second-order term is represented at point \(i, j\) as

\[
\frac{\partial}{\partial x} \left( \sigma \frac{\partial p}{\partial x} \right) \approx \left( \sigma_{i+1,j} + \sigma_{i,j} \right) \left( \frac{p_{i+1,j} - p_{i,j}}{2\Delta x} \right)
\]

for all formations. The second term is represented at point \(i, j\) in the different formulations as follows:

(a) First-order backward difference

\[
\rho \frac{\partial h}{\partial x} + \dot{h} \frac{\partial p}{\partial x} \approx \rho_{i,j} \left( \frac{h_{i,j} - h_{i-1,j}}{\Delta x} \right) + h_{i,j} \left( \frac{\partial \rho}{\partial p} \right)_{i,j} \left( \frac{p_{i,j} - p_{i-1,j}}{\Delta x} \right)
\]

(b) Second-order backward difference

\[
\rho \frac{\partial h}{\partial x} + \dot{h} \frac{\partial p}{\partial x} \approx \rho_{i,j} \left( \frac{1.5h_{i,j} - 2h_{i-1,j} + 0.5h_{i-2,j}}{\Delta x} \right) + h_{i,j} \left( \frac{\partial \rho}{\partial p} \right)_{i,j} \left( \frac{1.5p_{i,j} - 2p_{i-1,j} + 0.5p_{i-2,j}}{\Delta x} \right)
\]

(c) Central difference

\[
\rho \frac{\partial h}{\partial x} + \dot{h} \frac{\partial p}{\partial x} \approx \rho_{i,j} \left( \frac{h_{i+1,j} - h_{i-1,j}}{2\Delta x} \right) + h_{i,j} \left( \frac{\partial \rho}{\partial p} \right)_{i,j} \left( \frac{p_{i+1,j} - p_{i-1,j}}{2\Delta x} \right)
\]

For the time derivative term:

(a) Second-order backward difference

\[
\left[ \frac{\partial (nh)}{\partial t} \right] \approx 1.5 \rho_{i,j} h_{i,j}^m - 2 \rho_{i,j}^{m-1} h_{i,j}^{m-1} + 0.5 \rho_{i,j}^{m-2} h_{i,j}^{m-2}
\]

where the superscripts \(m - 2\), \(m - 1\) and \(m\) indicate consecutive timesteps.

(b) Crank–Nicolson

\[
\left[ \frac{\partial (nh)}{\partial t} \right] \approx \rho_{i,j} h_{i,j}^m - \rho_{i,j}^{m-1} h_{i,j}^{m-1}
\]

In this scheme the spatial terms are the average of their values at the timesteps \(m\) and \(m - 1\).