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ABSTRACT

The formation of hotspots in HTCA furnaces presents significant engineering challenges. The problem occurs due to lack of fluid recirculation to distribute the heat inside the furnace uniformly. The problem exaggerates when the hotspots cause electrical failure in the heating elements leading to a long process duration and high energy consumption to compensate the thermal deficiency. Therefore, it is important to investigate opportunities for improving fluid mixing in the HTCA furnace to eliminate the formation of hotspots.

The main objective of this thesis is to investigate generating fluid flow inside the HTCA furnace. With generating fluid recirculation, the advantages are twofold: it enhances fluid mixing and promotes convection. In this study, a rotating cylinders technique was proposed to generate the fluid recirculation inside the furnace during the annealing process of the grain-oriented electrical steel. The thesis begins with a survey of the energy consumption in the HTCA furnace to set the energy benchmarks. The survey revealed that an annealing process with electrical failure consumed about 8000 kWh extra higher than that of a standard annealing process.

The thesis also presents an experimental investigation which was designed to test the validity of the proposed technique on controlling the flow around it when it is placed in a cross flow. The results confirmed that the technique is quite capable of generating flow instabilities around them.

A numerical investigation was conducted to simulate the rotating cylinder during the annealing cycle. Six different cylinder arrangements were tested to select the configuration that can offer the best fluid recirculation inside the furnace. Four different rotational rates were used 100, 150, 200, and 250 rad/sec. The results show that a turbulent flow can be generated due to cylinder rotation and its intensity proportional to the cylinder’s rotational rate.

The optimal cylinder layout was then tested using a transient model created for this process to examine the effect of the proposed technique on the cycle duration. It was
found that the optimal cylinder configuration can save the process at least one hour of the heating-up segment.
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# NOMENCLATURE

## Alphabetic Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_g$</td>
<td>In plane magnetic flux flow through the gap</td>
<td>Tesla</td>
</tr>
<tr>
<td>$B_{sat}$</td>
<td>Saturation induction of the material</td>
<td>Tesla</td>
</tr>
<tr>
<td>$Re$</td>
<td>Reynolds number</td>
<td>[-]</td>
</tr>
<tr>
<td>$U_o$</td>
<td>Flow mean velocity</td>
<td>[m/s]</td>
</tr>
<tr>
<td>$Q$</td>
<td>Heat transfer rate</td>
<td>[watt]</td>
</tr>
<tr>
<td>$q_x$</td>
<td>Heat flux</td>
<td>[w/m$^2$]</td>
</tr>
<tr>
<td>$k$</td>
<td>Thermal conductivity</td>
<td>[w/(m$^2$.k)]</td>
</tr>
<tr>
<td>$h$</td>
<td>Convection heat transfer coefficient</td>
<td>[w/(m$^2$.k)]</td>
</tr>
<tr>
<td>$A$</td>
<td>Surface area</td>
<td>[m$^2$]</td>
</tr>
<tr>
<td>$T$</td>
<td>Temperature</td>
<td>[k]</td>
</tr>
<tr>
<td>$Nu_L$</td>
<td>Nusselt number over plate length (L)</td>
<td>[-]</td>
</tr>
<tr>
<td>$D$</td>
<td>Cylinder diameter</td>
<td>[m]</td>
</tr>
<tr>
<td>$U_c$</td>
<td>Incoming free stream velocity</td>
<td>[m/s]</td>
</tr>
<tr>
<td>$H$</td>
<td>Height</td>
<td>[m]</td>
</tr>
<tr>
<td>$L$</td>
<td>Length</td>
<td>[m]</td>
</tr>
<tr>
<td>$f_D$</td>
<td>Doppler frequency</td>
<td>[Hz]</td>
</tr>
<tr>
<td>$d_{fringe}$</td>
<td>Distance between the fringes</td>
<td>[nm]</td>
</tr>
<tr>
<td>$u$</td>
<td>Velocity component on x direction</td>
<td>[m/s]</td>
</tr>
<tr>
<td>$v$</td>
<td>Velocity component on y direction</td>
<td>[m/s]</td>
</tr>
<tr>
<td>$w$</td>
<td>Velocity component on z direction</td>
<td>[m/s]</td>
</tr>
<tr>
<td>$t$</td>
<td>Time</td>
<td>[s]</td>
</tr>
<tr>
<td>$p$</td>
<td>Pressure</td>
<td>[N/m$^2$]</td>
</tr>
<tr>
<td>$E$</td>
<td>Energy</td>
<td>Joule</td>
</tr>
<tr>
<td>$R^2$</td>
<td>Correlation coefficient</td>
<td>[-]</td>
</tr>
<tr>
<td>$m$</td>
<td>Mass</td>
<td>Kg</td>
</tr>
<tr>
<td>$C_p$</td>
<td>Specific heat capacity</td>
<td>[J/kg. k]</td>
</tr>
<tr>
<td>$Q_l$</td>
<td>Electrical power</td>
<td>[watt. h]</td>
</tr>
<tr>
<td>$P$</td>
<td>Active power</td>
<td>[watt]</td>
</tr>
<tr>
<td>$V$</td>
<td>Resultant velocity</td>
<td>[m/s]</td>
</tr>
<tr>
<td>$St$</td>
<td>Strouhal number</td>
<td>[-]</td>
</tr>
<tr>
<td>$f$</td>
<td>Vortex frequency</td>
<td>[Hz]</td>
</tr>
<tr>
<td>$x_i$</td>
<td>Mass fraction</td>
<td>[%]</td>
</tr>
</tbody>
</table>
Greek symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho )</td>
<td>Fluid density</td>
<td>([\text{kg/m}^3])</td>
</tr>
<tr>
<td>( \delta )</td>
<td>Characteristic length</td>
<td>([\text{m}])</td>
</tr>
<tr>
<td>( \mu )</td>
<td>Fluid dynamic viscosity</td>
<td>([\text{(N.s)/m}^2])</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>Stefan-Boltzman constant</td>
<td>(\text{W/(m}^2 \text{K}^4)</td>
</tr>
<tr>
<td>( \varepsilon )</td>
<td>Surface emissivity</td>
<td>[-]</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>Kinetic energy of turbulence</td>
<td>([\text{m}^2/\text{s}^2])</td>
</tr>
<tr>
<td>( \epsilon )</td>
<td>Rate of dissipation of turbulent kinetic energy</td>
<td>([\text{m}^2/\text{s}^3])</td>
</tr>
<tr>
<td>( \omega )</td>
<td>Specific rate of dissipation of turbulent kinetic energy</td>
<td>([1/\text{s}])</td>
</tr>
<tr>
<td>( \Omega )</td>
<td>Angular velocity</td>
<td>([\text{rpm}])</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>Non-dimensional ratio</td>
<td>[-]</td>
</tr>
<tr>
<td>( \nu )</td>
<td>Kinematic viscosity</td>
<td>([\text{m}^2/\text{s}])</td>
</tr>
<tr>
<td>( \tau )</td>
<td>The viscous stress</td>
<td>([\text{N/m}^2])</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>Volumetric deformation</td>
<td>[-]</td>
</tr>
<tr>
<td>( \phi )</td>
<td>Gas property</td>
<td>[-]</td>
</tr>
</tbody>
</table>

Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>GOES</td>
<td>Grain-Oriented Electrical Steel</td>
</tr>
<tr>
<td>CGO</td>
<td>Convectional Grain-Oriented</td>
</tr>
<tr>
<td>HGO</td>
<td>High-permeability Grain-Oriented</td>
</tr>
<tr>
<td>HTCA</td>
<td>High-Temperature Coil Annealing</td>
</tr>
<tr>
<td>Hi-B</td>
<td>High permeability</td>
</tr>
<tr>
<td>MnS</td>
<td>Manganese Sulphide</td>
</tr>
<tr>
<td>MgO</td>
<td>Magnesium Oxide</td>
</tr>
<tr>
<td>NHx</td>
<td>Nitrogen with 3% hydrogen and other rare gasses</td>
</tr>
<tr>
<td>LDV</td>
<td>Laser-Doppler Velocimetry</td>
</tr>
<tr>
<td>LDA</td>
<td>Laser Doppler Anemometry</td>
</tr>
<tr>
<td>CFD</td>
<td>Computational Fluid Dynamics</td>
</tr>
<tr>
<td>CV</td>
<td>Control Volume</td>
</tr>
<tr>
<td>FVM</td>
<td>Finite Volume Method</td>
</tr>
<tr>
<td>RANS</td>
<td>Reynolds-Averaged Navier–Stokes</td>
</tr>
<tr>
<td>RSM</td>
<td>Reynolds Stress Model</td>
</tr>
<tr>
<td>RMS</td>
<td>Root-Mean Square</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transforms</td>
</tr>
<tr>
<td>LPF</td>
<td>Low-Pass Filter</td>
</tr>
<tr>
<td>IFFT</td>
<td>Inverse Fast Fourier Transforms</td>
</tr>
<tr>
<td>TI</td>
<td>Turbulence Intensity</td>
</tr>
<tr>
<td>( \text{H}_2 )</td>
<td>Hydrogen</td>
</tr>
<tr>
<td>( \text{N}_2 )</td>
<td>Nitrogen</td>
</tr>
</tbody>
</table>
CHAPTER 1:

INTRODUCTION
Chapter 1

Introduction

1.1 Electrical Steel

Electricity is indispensable to our modern life and is far superior to other energy sources with respect to convenience of use, cleanliness and safety. Since the demand for electric power is high, the improvement of efficiency of electrical equipment becomes very important. This includes transferring the electrical energy. The term “electrical steel” covers the soft ferromagnetic materials that form the cores of a large range of electrical machines. The performance of such machines depends largely upon the core materials used.

All electricity produced will pass, at some stage during transmission and distribution, through a transformer and about 5% of the energy will be lost in the form of heat [1]. Core losses in transformers comprises, basically, of hysteresis loss (Watt) and eddy current loss (W/kg), both depend upon magnetic properties of the material used to construct the core of the transformer and its design [2, 3]. So these losses are fixed and do not depend upon the load current [4].

Steel is a very good ferromagnetic material. This kind of material is very sensitive to being magnetised. This means, whenever magnetic flux would pass through, it will behave like a magnet. Ferromagnetic substances have numbers of domains in their structure. Domains are very small regions in the material structure, where all the dipoles are paralleled to the same direction. In other words, the domains are like small permanent magnets situated randomly in the structure of the substance. Because these domains are arranged inside the material structure in such a random manner, the net resultant magnetic field of the material is zero. Whenever an external magnetic field or magnetomotive force (mmf) is applied to the substance, these randomly directed domains begin to align themselves parallel to the axis of applied (mmf). After removing the external field, most domains return to random positions, but some of
them remain in their changed position. Because of these unchanged domains, the substance becomes slightly magnetised permanently [4].

In transformers, the core is magnetised under the influence of the Alternative Current (AC) condition. This alternating current produces alternating magnetising flux in the core. Because of the alternating flux, local electromagnetic fields (emf) would be induced in this part of the transformer. For every cycle due to this domain reversal, hysteresis loss, there will be extra work done and power losses occur, such losses known as the eddy current losses. Core loss in electrical equipment, especially in transformers, is undesirable as it represents a continuing economic loss to the user of the equipment. To minimise these energy losses, it is essential that the electrical steel is very efficient by using the appropriate core material.

Typically, the performance of such materials is measured by permeability, that is, the ability for the material to support the formation of a magnetic field within itself, and the low core loss. The core loss depends on the ease at which the material is magnetised and demagnetised. The more permeability the steel can have, the more efficient the transformer and the lower the core loss. The main factor affecting permeability is the closeness of orientation of the grains to the ideal texture [5, 6]. The core loss and permeability dictate the grade and hence the price of the fully finished product.

The grains in a non-processed steel, however, are normally randomly oriented. To achieve maximum permeability and saturation of magnetisation, it is desirable to produce steel whose individual crystals are all oriented in the same way.

The use of electrical or silicon steel replaced high quality wrought iron cores after the work of Robert Hadfield [4] in 1900, who found the addition of silicon could reduce magnetic losses by a factor of four. With the addition of silicon to the steel, the advantages are twofold: it increases the electrical resistivity, therefore reducing the core loss, and it improves the material’s stability with age.
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One of the important improvements made to the silicon steel was in the process of the cold rolling, grain-oriented. The production came about during the 1930’s when N. P. Goss [7] combined metallurgical changes incurred during cold rolling and subsequent heat treatment to produce grain-oriented electrical steel with the easy magnetisation direction of the grains aligned predominantly in the rolling direction. The structure of such material is symmetrical with cubic crystals that are all arranged in the direction in which the steel plate has been rolled. This is called the Goss texture.

The superior magnetic properties of the grain-oriented electrical steel are closely related to the sharpness of the Goss texture, which develops due to a discontinuous or abnormal Goss grain growth during high-temperature heat treatment at the end of the process route [6]. The grain-oriented steel has anisotropic magnetic property to the rolling direction. Hence it is mainly used in static machinery which requires unidirectional magnetization such as transformers [8].

Non-oriented is another structure of electrical steel that the cubic crystals are randomly oriented. Non-oriented electrical steel has isotropic magnetic property in all direction and it is used in applications of rotating machineries which require multidirectional magnetization such as stator cores, generators, and alternators [9, 10].

1.2 Grain-Oriented Electrical Steel (GOES) Markets

In general, there are two basics types of grain oriented material that are commercially produced; these are conventional grain-oriented (CGO) and high permeability grain-oriented electrical steel (HGO). The HGO is more difficult to be produced than the CGO as the orientation of the grains is closer to the optimum direction. Table 1.1 show the magnetic properties of these two types of GO

The HGO has a more preferred grade because of lower core losses. Of the 16 global producers of GOES, only eight of these can currently manufacture HGO.

- North America – AK Steel and Allegheny
- Brazil - Aperam
- India - TKSE
- Russia - NLMK
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- China- Wisco, Baosteel, Shougang, Anshan and Maanshan
- Korea- Posco
- Japan- NSSMC and JFE
- Europe- TKES, AMFM, Stalprodukt and Tata Cogent

In Cogent Power, part of Tata steels, at Newport, the production of silicon alloyed sheet flourished in the early years of the 20th century [11]. Nowadays it provides about 10% of the HGO production to the UK market. The rest is exported to other countries. The transformer market in the UK is relatively small because the transformers are imported as integrated units from other countries. As a result, there are very few transformer manufacturers in the UK, for instance some major companies are Melrose plc, Allam Marine Ltd and Cummins Generator Technologies Ltd [12].

Because of the high electricity prices, natural gas prices and various legislative costs in the UK, Cogent is finding it difficult to keep profit margins in a market where GOES can be bought from countries like China at very low prices. The plant has invested in new equipment in order to remain competitive. This, however, has come at the cost of a large number of people being made redundant. The only other alternative to buying new, expensive equipment such as new effective furnaces, while at the same time remain competitive in the market, is to invest in enhancing the HGO production processes. Table 1.1 shows some values of enhanced HGO in comparison with conventional electrical steel.

Table 1.1: Typical magnetic properties of CGO and HGO [13]

<table>
<thead>
<tr>
<th></th>
<th>CGO</th>
<th>HGO</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_g$</td>
<td>1.830</td>
<td>1.905</td>
</tr>
<tr>
<td>$W_{17/50}$*</td>
<td>1.25</td>
<td>1.02</td>
</tr>
<tr>
<td>$B_{sat}$</td>
<td>2.00</td>
<td>2.03</td>
</tr>
<tr>
<td>Density</td>
<td>7650</td>
<td>7650</td>
</tr>
<tr>
<td>Thickness</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>Resistivity</td>
<td>0.48</td>
<td>0.48</td>
</tr>
</tbody>
</table>

* Core loss at magnetic flux density, 1.7 Tesla, 50 Hz
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1.3 Grain-Oriented Electrical Steel Production

The production of the GO steel consists of subjecting the steel sheet of hot-rolled silicon steel to a series of cold-rolling and annealing operations to set the sheet thickness to the commercial standards. The steel sheet with the desired thickness is subjected to decarburising annealing in a wet hydrogen atmosphere, followed by applying final high-temperature annealing at more than 1100 °C for more than 10 hours to obtain the abnormal grain-growth in a process known as the “secondary recrystallisation”.

The excellent electrical steel properties such as low core loss can be secured only by the appropriate level of secondary recrystallisation [14]. Steel sheets that are attaining the appropriate level of secondary recrystallization are characterised by higher magnetic flux density.

The development of the magnetic properties of the electrical steel is achieved during the high-temperature coil annealing process. It is a crucial stage in the GO production, which requires careful control of heating rates and gas composition. The high-temperature annealing process is performed after cold working to release final residual stresses in the steel strip due to thickness reduction and the changes in the crystalline structure of the metal [15].

During the high-temperature annealing process, the deformed microstructures of the cold rolled sheets are recovered, and recrystallisation takes place. Recrystallization improves strip mechanical properties because of grain size and shape, which are themselves affected by temperature, near or about the recrystallisation temperature, and the holding time at this temperature.

At Cogent, the annealing process of the HGO is carried out in electrical multi-stack furnaces Figure 1.16, where the steel coils are heat treated at ~1200 °C with an inert gas atmosphere to prevent oxidation of the steel strip.
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Figure 1.1: Schematic diagram of a section of multi-stack annealing furnace

Due to lack of convection and long operation conditions as well as the extreme high annealing temperature, the process becomes static, and some issues result:

- Thermal inefficiencies, due to the formation of hot spots and temperature differentials in areas of higher exposure ratio to the heating elements.
- Failure of equipment, particularly the deformations of covers.
- The issues exaggerate in the case of electrical element breakage as the remaining elements have to work harder to maintain the set-point, thus leading to parts of steel coils being over-heated while other parts suffer under-heating or have incorrect annealing time. Over-heating the coil affects the final product appearance as well as the total power consumption to complete the annealing treatment.

1.4 Aim and Objectives

The aim of the present study is to appraise a method to enhance the performance of the HTCA process. The focus of this research is on generating fluid recirculation inside the high-temperature coil annealing furnace during the annealing process of the electrical steel, in order to promote fluid mixing thus developing forced convection heat transfer during the process. This is by using rotating cylinder techniques to be inserted into the furnace to generate fluid flow within the furnace cavity. The validity of the technique will be tested numerically by a CFD approach using ANSYS Fluent software.
1.5 Thesis structure

Chapter 1, covers the current energy and environmental situation, with some closer look to the power situation in the UK. The conception of the electrical steel and its use is also presented. Manufacturing and marketing of the Grain-oriented electrical steel in the UK are stated.

Chapter 2, presents the fundamentals of vortex generators and particularly the rotating cylinder technique. It also presents a literature review on the production of the grain-oriented electrical steel.

Chapter 3, describes the experimental part of this thesis, the basic theories used, the CFD codes used, the processing analysis, basic equations and turbulence modelling.

Chapter 4, presents an energy analysis of the HTCA furnaces. The parameters that affect the energy consumption were investigated.

Chapter 5, investigates experimentally the effect of the rotating and non-rotating cylinder on a flow structure. Results of velocity profiles, turbulence intensity and Strouhal number are presented in this chapter.

Chapter 6, presents numerical investigation on using the rotating cylinder technique in HTCA furnace for flow generation.

Chapter 7, presents a transient model of the heating-up segment of the annealing process when using the rotating cylinders technique.

Chapter 8, presents general discussions of all the results in order to guide future works.

Chapter 9, provides some conclusions and suggestions for future work.
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Literature Review

2.1 Introduction

The literature review on the topics related to this research is presented in this chapter. A brief review of turbulence and its related phenomena, as well as the heat transfer mechanism, is given first. Subsequently, methods of enhancing heat transfer mechanism with emphasize on vortex generator techniques are presented in the following sections. The high-temperature annealing technology is also presented in this chapter.

2.2 Principles of Fluid Flow

The convection heat transfer rates strongly depend on the fluid boundary layer whether it is laminar or turbulent [16]. Therefore, to determine the heat transfer coefficient, the equations of motion of fluid must be combined with those of convective heat transfer.

In the laminar boundary layer, the fluid motion is classified to be predictable and ordered (i.e. not random or unstable) [17]. In contrast, fluid motion in turbulent boundary layers is irregular and characterised by velocity fluctuations. These fluctuations mix the fluid and enhance the transfers of energy. The fundamental assumption of the boundary layer approximation is the no-slip condition of the flow, at which fluid immediately adjacent to the boundary surface is at rest relative to the body, the physical mechanism responsible is viscosity [18]. As a brief explanation, fluid viscosity is a measure of fluid resistance to the flow, and it is a strong function of temperature. The concept of the boundary layer is of importance in all of the viscous fluid dynamics and the theory of heat transfer.

The boundary layer is initially laminar, but at some distance from the leading edge ($x_{cr}$), Figure 2.1, small disturbances begin to grow, and a transition or turbulent flow begins to occur. Fluctuations develop in a transition region before the flow becomes completely turbulent.
The immediate layer next to the surface is a laminar sublayer, in which molecular diffusion dominates transport. Moving away from the surface and adjoining to the sublayer is a buffer region in which diffusional and turbulent mixing are comparable. Next to the buffer layer is a turbulent region where transport occurs by turbulent mixing.

Osborn Reynolds was the first to distinguish laminar from turbulent. He observed the behaviour of a streamline of dye in water inside a glass tube under different velocities. The flow of an incompressible fluid is subjected to inertial forces and viscous forces, the ratio between inertia and viscous forces was developed by Reynolds, and known as the Reynolds number, Re. It is used to determine whether a flow is laminar or turbulent in fluid or gases [20].

\[
Re = \frac{\text{inertia forces}}{\text{viscous forces}} = \frac{\rho U_o \delta}{\mu}
\]  

where \(\delta\) is the characteristic length, i.e. Diameter, D, for the tube and length, L, for the plate, \(U_o\) is the flow mean velocity, \(\rho\) is the fluid density, and \(\mu\) the fluid viscosity.

Reynolds number at which the flow becomes turbulent is called the critical Reynolds number. For flow passing a flat plate, it is estimated that the turbulence starts if \(Re > 5 \times 10^5\), and \(Re > 2000\) in pipes. At higher Re numbers, the inertia forces, which are proportional to the density and the velocity of the fluid, are large relative to the viscous
forces; thus, the viscous forces cannot prevent the random and rapid fluctuation of the turbulent flow.

2.3 The Concept of Turbulence and Its Mechanism

Turbulence is the most complicated state of fluid motion, making even its definition difficult. In engineering practice, flow is nearly always turbulent. Fluid motion is described as turbulent if it is rotational, intermittent, highly disordered, diffusive and dissipative. Its main characteristic is random and chaotic three-dimensional vorticity. Turbulent flow is the result of the combined effect of viscosity and shear stresses near the surfaces, which both cause the formation of small eddies of varying speeds. Some of these eddies transport in random directions and merge with other eddies to form large ones [17]. At any point in the three-dimensional vorticity, the velocity magnitudes of the particles fluctuate with respect to space and time. Figure 2.2 shows typical chart recording of fully turbulent flow.

![Figure 2.2: Typical velocity fluctuation chart in a turbulent flow](image)

Turbulence in fluid flow usually dominates the entire fluid domain and results in an enhancement of fluid mixing and energy transfer quality due to its high degree of diffusivity. Turbulent flow can be desired on parts of the gas turbine blade, internal cooling, surface of an aircraft wing or in industrial applications such as heat exchangers and the mixing of fluids.

The complexity of the turbulent flow has made the task of solving the problem quite difficult and has posed a great challenge for researchers for decades. This is because
there is no rigid mathematical analysis of turbulent flow because of the unpredictable motion of the fluid particles [20]. However, theories and models have been developed through the decades to predict and estimate the turbulence impacts on various conditions and applications.

2.3.1 Turbulence modelling

For decades, understanding and modelling the turbulent flow motion has stimulated the creativity of scientists, engineers, and applied mathematicians. Often the aim is to develop theories and models to predict the flow field of devices or processes [21]. The goal of turbulence theories and models is to describe turbulent motion by computational methods. Computational models are devised that can be solved in computational fluid dynamics (CFD) codes.

A turbulence model is a computational procedure, which closes the system with mean flow equations so that a wide variety of flow problems can be calculated. In the 1940s turbulence was treated by statistical theories [17]. In this approach, the turbulence models are meant to bypass the chaotic details and to predict statistics of turbulent flows directly. Nowadays almost all turbulence models are based on this statistical techniques.

However, there is no turbulence model seems to be universally applicable to a wide variety of applications. A model that can be described a very good fit for solving one certain case may fail to solve another. Therefore, it is important to choose a suitable turbulence model for the problem under consideration.

The choice of turbulence model will depend on some considerations such as physics surrounding the flow, the level of accuracy required and the availability of computational resources considering the amount of time available for the simulation. To obtain the most appropriate choice of model for a specific application, it is necessary to understand the capabilities and limitations of various options.

As the use of turbulence models in computational fluid dynamics increases, more sophisticated models will be needed to simulate the range of phenomena that arise.
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The most common turbulent models are classical models, which are based on the Reynolds time-averaged equations presented as (i) a zero-equation model (eddy viscosity and mixing length), (ii) a one equation model (Spalart–Allmaras), (iii) a two-equation model k-epsilon, (k- $\epsilon$ ), model and k-omega, (k-$\omega$), model, (iv) the Reynolds stress equation model, and (v) an algebraic stress model.

The momentum in turbulent flow is exchanged by small-scale fluctuations. The resolution of these fluctuations requires a computer system with large enough memory and speed, which even the modern computer system, cannot offer. Therefore, to compensate the deficiency of the hardware resources, in quantitative work one is obliged to use turbulence models based on using averaged Navier-Stokes (NS) equations [22].

2.3.2 Mixing mechanism in turbulent flows

Mixing is a physical process that aims at reducing non-uniformities in fluids by eliminating gradients of temperature and other properties. The process is of importance to some applications such as blending, heat and mass transfer and for homogeneous liquid phase reactions [23]. In such applications, mixing is achieved by, together, increasing fluid velocity and generating turbulence. In a turbulent flow, the fluid particles are transported to all regions of the fluid domain by bulk circulation currents usually called eddies. Eddies interactions are the key mechanism of the mixing process. However, when eddies can no longer sustain rotational motion, their kinetic energy is dissipated, and mixing becomes slow as it depends only on the molecular diffusion of the fluid [24].

2.4 Heat Transfer Mechanism

Whenever a temperature difference exists in a medium or between media, heat transfer must occur. When a temperature gradient exists in a stationary medium, which may be solid or fluid, the term used to describe the mode of heat transfer is conduction. In contrast, convective heat transfer will occur when fluid and solid are in contact and moving relative to one another and are at different temperatures. The final mode of heat transfer is thermal radiation or the emission of the electromagnetic waves from surfaces of infinite temperature.
2.4.1 Conduction

Conduction is the process by which heat flows from an area of higher temperature to one of lower temperature within a single medium—solid, liquid or gas—in an attempt to equalize the thermal differences in the substance. It is also used to describe heat transfer between media that are in direct physical contact such as two touching solids. The physical mechanism is that of molecular activity.

For heat conduction, the rate equation is known as Fourier’s law.

\[
\dot{q}_x = -k \frac{dT}{dx}
\]

The heat flux, \(\dot{q}_x\), is the heat transfer rate in the x direction per unit area perpendicular to the direction of transfer, dx is the length over which the temperature difference is measured.

The proportionality constant, \(k\), is a transport property known as the thermal conductivity and is a characteristic of the material through which the heat is passing. This transport property provides an indication of the rate of energy at which the material is capable of transferring. In general, the thermal conductivity of solids is larger than that of liquids, which is larger than that of gases.

2.4.2 Radiation

Radiation heat transfer results when thermal energy in the form of electromagnetic waves is emitted from a body due to its high temperature. Emission and absorption are determined by the temperature and surface conditions of the radiating source, and the temperature of the surrounding environment.

The Stefan-Boltzmann law gives the maximum flux at which radiation may be emitted from a real surface.

\[
\dot{q} = \sigma \varepsilon T_s^4
\]
Where $T_s$ is the absolute temperature of the surface and $\sigma$ is the Stefan-Boltzmann constant. The emissivity, $\varepsilon$, of the surface is a radiative property of the material, whose value is in the range $0 < \varepsilon < 1$. Emissivity is the ratio of a surface's ability to emit radiant energy compared with the ability of a perfect ideal body of the same area at the same temperature. Generally, engineering materials do not behave as ideal radiators. If the bodies are not ideal radiators then:

$$ q = \sigma A_1 \varepsilon F_{12} (T_1^4 - T_2^4) $$

2.4

The portion of radiation exchanged between two differently oriented surfaces has to be defined by a geometric function known as view factor, which depends only on the geometry of the body.

2.4.3 Convection

In convection heat transfer, energy transfers by two mechanisms: diffusion and bulk motion of the fluid. Near the surface, the fluid velocity is low, due to shear stresses and the formation of the boundary layer, and diffusion mechanism dominates. Away from the surface, the fluid bulk motion is high, and its mechanism dominates. The convective heat transfer mode is sustained by both the diffusivity of the fluid molecular and the bulk motion. The convective heat transfer is usually presented as in Equation 2.5:

$$ Q = h A (T_1 - T_2) $$

2.5

Where $h$, is a convective coefficient for the heat transfer between the surface and the fluid body.

Fluid motion, in the presence of temperature gradient, contributes significantly to heat transfer [16]. Therefore, convection heat transfer can be classified, depending on how the fluid motion is initiated, to natural convection and forced convection.
2.4.3.1 Natural convection

Natural or free convection is induced by buoyancy forces, which arise from density differences caused by temperature variations in the fluid. At heating, the fluid experiences an increase in temperature and hence a reduction in density. Since it is now lighter than the surrounding flow, buoyancy forces induce a vertical motion for which warm air is ascending from the boards and replaced by an inflow of cooler ambient air under the effect of the gravity. Thus no external forces other than gravity, need to be applied to move the energy in the form of heat [16].

Natural convection heat transfer is extensively used in some engineering applications such as heating of houses by electric baseboard heaters, cooling of commercial high voltage electrical power transformers and electronic devices (chips, transistors). However, in the most industrial application, it is more economical to speed up the convection process by artificially generating a current by the use of a pump, agitator, or some other mechanical device. This procedure is referred as forced convection.

2.4.3.2 Forced convection

Forced or assisted convection, is when an external source such as a fan is used to actuate a fluid flow, in order to increase the convective heat transfer rate. The mechanism has a wide range of applications in everyday life, including central heating, air conditioning, etc. It can be considered as one of the main methods of useful heat transfer as a significant amount of heat energy can be transported very efficiently.

Experience shows that convection heat transfer strongly depends on the fluid properties such as viscosity, thermal conductivity, density as well as the fluid velocity. It also depends on the geometry and the surface roughness as well as the type of fluid flow, whether it is laminar or turbulent [25, 26].

The fluid motion enhances heat transfer, since it brings hotter and cooler layers of fluid into contact, initiating higher rates of conduction between fluid layers at a greater number of sites in a fluid. The type of flow also contributes to heat transfer quality, for an instant, in turbulent flow, the interaction among the eddies of various scales passes energy sequentially from the larger eddies gradually to the smaller ones [26].
In convection, it is a common practice to non-dimensionalise the governing equations and combine the variables which group together into dimensionless numbers. The most recognised number in this regard is the Nusselt number. This parameter provides a measure of convection heat transfer occurring at the surface, hence it represents the ratio of convective to conductive heat transfer across the boundary layer, Equation 2.6.

\[ \text{Nu}_L = \frac{h_L}{k} \]  

### 2.5 Methods for Heat Transfer Enhancement

This subject of enhanced heat transfer has become much more important to industry with progressing time. Energy and material savings considerations, as well as economic incentives, have led to efforts to investigate methods to enhance the energy transfer rate.

Enhancing heat transfer performance within the system or process of interest means increasing the energy transfer rates. Due to the dependency of convective heat transfer on fluid mechanics, attempts at increasing rate of heat transfer can include but not limited to [27]:

a) Increasing the fluid thermal properties such as thermal conductivity. (e.g. by choice of an alternative fluid or utilising the nanoparticle technology [28]).

b) Increasing fluid velocity thus delaying the development of the boundary layer.

c) Fluid redistribution. Etc.

According to Bergles [29], these techniques of enhancing heat transfer can be classified as active and passive methods. Those that required applying external power to maintain the enhancement are the active methods. On the other hand, the passive enhancement methods are those that do not require external power to sustain the enhancements’ characteristics. A large enhancement would possibly be achieved when two or more of the passive and active techniques are utilised simultaneously, see Table 2.1.
These methods are commonly used in areas such as process industries, heating and cooling in evaporators, thermal power plants, air conditioning equipment, refrigerators, radiators for space vehicles, automobiles, etc.\[30]\.

The costs involved, and the problems that are associated with vibration and acoustic noise as well as difficulty to provide external power, have made the active techniques less preferable than the passive techniques. However, active methods are used when there are some limitations of using the passive ones, such as the requirements dictated by the application.

<table>
<thead>
<tr>
<th>Passive Techniques</th>
<th>Active Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treated surfaces</td>
<td>Mechanical aids</td>
</tr>
<tr>
<td>Rough surfaces</td>
<td>Surface vibration</td>
</tr>
<tr>
<td>Extended surfaces</td>
<td>Fluid vibration</td>
</tr>
<tr>
<td>Displaced enhancement devices</td>
<td>Electrostatic fields</td>
</tr>
<tr>
<td>Swirl flow devices</td>
<td>Suction or injection</td>
</tr>
<tr>
<td>Coiled tubes</td>
<td>Jet impingement</td>
</tr>
<tr>
<td>Surface tension devices</td>
<td>Additives for fluid</td>
</tr>
<tr>
<td></td>
<td>Rotation</td>
</tr>
</tbody>
</table>

**Compound Enhancement**

Rough surface with twisted-tape swirl flow device, for example

Most of the techniques presented in Table 2.1 are based on flow control mechanism to improve the heat transfer performance of a system or a process. The mechanism is of great interest to researchers and has been intensively studied recently [33]. The intent of flow control is manipulating a flow field, which may be accomplished by delay/enhance transition, suppress/enhance turbulence, or prevent/promote separation [34].

The passive techniques that are usually used for controlling the flows employ special surface geometries such as fins and winglets [35, 36], whereas, the active techniques utilise mechanical devices for fluid stirring such as fan and jets [37].
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The mechanical aids are used to promote flow unsteadiness via stirring the fluid or by rotating the surface. The concept of this approach is the induction of secondary flows and restarting the boundary layer. A possible flow control mechanism is through promoting turbulence via special techniques such as turbulence promoters or vortex generator [38]. This technique allows fluid mixing and thus enhances the heat transfer.

2.5.1 Vortex generator mechanism for turbulence production

The term vortex/eddy is commonly used to describe a region of concentrated rotation in the flow. It usually occurs when an aerodynamic device extracts energy from the flow and generates this rotation within the flow. Rotating fluids occur in a wide variety of technical contexts, such as a rigid-body rotation, and in geophysics, particularly in the atmosphere and the oceans [39]. Rotating flows are common in turbomachinery, mixing tanks and a variety of other applications.

The forces that hold the particles together in a fluid are much weaker, in comparison to those in a solid, which gives rise to their more complex behaviour. Fluid does not offer lasting resistance to displacement of one layer of particles over another. If a fluid experiences a shear force, the fluid particles will move in response to a permanent change in their relative position, even when the force is removed. By comparison, a solid will adopt its previous shape when the force is removed [18].

2.6 Rotating Cylinder Technique – A Turbulence Promoter

External flow over a bluff body is a common phenomenon associated with a fluid flowing over an obstacle or with the movement of a natural or artificial body. Evident examples are the flows past an aeroplane, a submarine and an automobile, and wind blowing past a bridge and a high-rise building [40].

Flow over a bluff body has been the subject of considerable research interest because of their relevance to many engineering applications, such as heat exchangers, cables, chimneys, and bridges [41]. Such kind of flows has offered great opportunities to validate different approaches to turbulence modelling [42, 43] since the physics of these flows are very complex and they required special attention to their modelling and numerical solutions. Furthermore, the knowledge of the hydrodynamic forces
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experienced by submerged objects such as offshore pipelines is essential for the design of such structure.

Flat plate, square and circular cylinder were investigated as bluff bodies to analyse the flow in the wake region area [44, 45]. The sphere has also received attention in this regard as a representative of the three-dimensional bluff body, and its wake structure is quite complex because of 3-D fluid structure in the wake region [46].

The flow past a cylinder is one of the basic flows that received a great deal of attention, with emphasis on studying the mechanics of the formation region of vortices that usually occurs behind the bluff bodies [47] and the vortex interaction in downstream flows. The flow structure in the wake region of the cylinder and the vortex shedding activity has motivated many studies to address these phenomena.

The flow over a cylinder usually experiences boundary layer separation and very strong flow oscillations in the wake region of the body. Separation occurs when the fluid, no longer able to follow the contour of the (curved) surface and breaks away from it. The breakaway of the boundary layer first occurs at the separation point where the velocity gradient within the boundary layer is equal to zero. Several aspects of this flow are interesting, most notably being the regular vortex-shedding pattern. The flow pattern in the wake of a circular cylinder depends mainly on Reynolds number of the upstream flow and the cylinder diameter. Reynolds number plays the key role in determining the state of such flows; Figure 2.3 shows different flow patterns at different Reynolds number behind a circular cylinder.

For very low values of Re (Re <<1), the inertia forces are negligible in comparison with the viscous forces, and the streamlines come together steadily and symmetrically behind the cylinder as shown in Figure 2.3 (a). As Re approaches the range 2-30, the upstream-downstream symmetry is lost, and the boundary layer separates and forms two steady vortices attached to the rear of the cylinder. Behind the vortices, the main flow streamlines come together again. When Re reaches a value around 40 an instability and a periodic oscillation of the wake is observed, and by the time we reach Re ~ 100 the vortices start to shed from the rear of the cylinder in a regular and periodic
manner, this famous phenomenon is known as Karman Vortex Street. The critical value of Re at which the vortex shedding starts is $\sim 45.9$ [43].

![Flow pattern behind a cylinder at different Reynolds number](image)

Figure 2.3: Flow pattern behind a cylinder at different Reynolds number [48]

The laminar Karman vortex street persists up to Re $\sim 100$ at which point three-dimensional instabilities develop. By Re $\geq 200$ the flow becomes three-dimensional and turbulent, and vortex shedding also occurs but in more complicated patterns [49]. At high values of Re $\sim 10^5$, the turbulence spreads out of the vortices, and a fully turbulent wake is obtained, Figure 2.3.e. The point on the cylinder surface at where the free-stream flow hits the cylinder called the stagnation point.

The length of the wake vortices region was found to be a relevant length scale for the distribution of fluctuating velocity with distance close to the body [47], and it is varied linearly with Re of the free-stream flow, where Re is based on cylinder diameter [50]. Park et al. [51] defined the end of the vortex formation region as the point that has the maximum amount of streamwise velocity fluctuations. At the downstream flow, the formation region ends when viscous forces return to dominate again.

The periodic vortex shedding flow causes fluctuating forces on the cylinder, acoustic noise, thermoacoustic activity and fluid mixing among several other effects. The result of the fluctuating forces could be structural vibrations, which sometimes can lead to structural failure due to resonance [52]. However, in some applications, the vortex
sheding flow is induced deliberately to enhance heat transfer, as in researches by Wang et al. [53] and Ma et al. [54] since the heat and momentum transportation is associated with the disturbance of boundary layer. The thorough control of the flow allows destabilising the stable shear layer, disturbing the growth of the boundary layer, increasing the turbulence intensity by generating a secondary flow [55, 56]. The secondary flow is a relatively minor flow superimposed on the main flow and cannot be predicted when using the simple analytical techniques. It provides high values of the heat and transfer coefficients in addition to improving the mixing process.

Other most important characteristics of the flow around a cylinder are the drag forces. In the region of small Reynolds number, the drag forces varied with Re. The contributions of the viscous and pressure forces to the drag are very similar in this flow regime. Pressure drag depends on the form of a boundary layer on the body surface. Downstream of the separation, due to the highly turbulent motion in the wake, the energy is dissipated and the pressure there is reduced thus the pressure force tends to dominate the drag, while the viscous force decreases further [20]. Furthermore, the highly turbulent recirculation flow in the wake region increases the drag force fluctuations on the cylinder surface [57], which might cause destructive structural vibrations.

Controlling flows around objects has been extensively used in the aerodynamic community to reduce drag or to modify the global flow topology. There have been several attempts at controlling the wake structure behind a circular cylinder using both active and passive controls with emphasis on the suppression of vortex shedding [58]. Flow over a rotating cylinder has been extensively investigated for flow control technique and vortex shedding suppression.

Rotating circular cylinder are widely used for laboratory assessment of the effect of fluid velocity on corrosion rates. Application of rotating cylinders can also be found in viscosity determination devices, biological applications, rotating cylinder electrode electrochemical reactor (RCE) [59], reactors for seawater distillation [60], in laboratory evaluation of mineral scale formation in oil and gas production systems [61], and flame stabilisation [62, 63].
Rotation of a cylinder can promote or mitigate hydrodynamic instabilities. For instance, rotating circular cylinder in the fluid flow helps in considerably controlling wake structure [64, 65]. Because of cylinder rotation, there is a continuous layer of fluid attached to the cylinder surface that rotates with the cylinder, due to the effect of the viscous forces and the no-slip condition, and hence the stagnation points are lifted off the cylinder surface into the main-stream, Figure 2.4. Also, the symmetry of the generated vorticity on the top and bottom of the cylinder walls is destroyed; this is mainly because of the relatively different velocities, with respect to the free stream, on both sides of the cylinder, as one moving in the free-stream direction and the other against it. Therefore, rotation of the cylinder inhibits separation of the flow from the surface.

The flow past a rotating cylinder is a function of two non-dimensional parameters. These are the Reynolds number Re and the non-dimensional ratio $\alpha$, which is represented in Equation 2.7 as the ratio of the rotational velocity of the cylinder wall to the oncoming flow velocity.

\[
\alpha = \frac{D \Omega}{2 U_\infty} \tag{2.7}
\]

Where, D is the cylinder diameter, $\Omega$ the constant angular velocity of the cylinder rotation, $U_\infty$ the incoming free stream velocity.

Several research groups have investigated the changes in flow topology of flows passing a rotating cylinder at low Reynolds numbers [52, 64, 66, 67]. Their findings revealed that, at low rotation rates ($\alpha \leq 2$), the classical Karman vortex street is observed, where vortices shed alternatively. At higher $\alpha > 2$, single-sided vortex shedding occurs, because of the vortex fade on the cylinder side where the peripheral velocity goes against the free stream velocity. Furthermore, at a highest rotational rate of the cylinder, the flow starts to develop three-dimensional and turbulent effects inside the fluid domain [68].
Chapter 2: Literature Review

The effect of cylinder rotation and velocity gradients on its upper and lower sides implies a rise in the pressure on one side of the cylinder and lowering it on the other creating a lift force, also referred to as the Magnus effect [69].

![Figure 2.4: Upstream and downstream flow behaviour over a rotating cylinder [42]](image)

It was found that the lift force is a linear function of rotation rate [67] and it is almost independent of Re. Research by Martin-Alcantara et al. [70] revealed that the main contribution to the lift is the generation of the upper vortex in its root close to the top front of the cylinder surface, where it generates at a low-pressure region. While in non-rotating cylinder case, this contribution is balanced by the opposite effect of the lower counter-rotating vortex, so the mean lift vanishes in the fully developed flow. Drag forces may decrease substantially to almost vanishing by increasing the rotation rate [71].

The phenomenon was exploited to provide a propulsive mechanism for ships and boats. As it happened in the 1920s when Anton Flettner proposed the use of rotating cylinders instead of sails to improve ships performance by inducing a propulsive force as a result of the interaction between the wind and the rotating cylinders. He built a ship with 18 m high rotor and 2.7 m diameter. After this modification, it was noticed that the ship become faster than before and able to sail much closer to the wind [18, 69].
In a quiescent fluid domain, the rotating cylinder was used to generate a flow that spans from laminar to turbulent regimes. Secondary flows induced by the cylinder rotation in a quiescent fluid depend on the rotational Reynolds number, \( \text{Re}_r \) [72]. Where \( \text{Re}_r \) is based on surface speed and cylinder diameter. At higher speeds a form of turbulent motion would be expected to occur in which particles of fluid are thrown off from the surface in an irregular manner, owing to centrifugal force and then be replaced by other particles drawn inwards.

An intensive investigation of fluid behaviour around a rotating cylinder was presented by Etemad et al. [73]. They reported that the flow around the cylinder develops a laminar Couette flow, then at \( \text{Re}_r \sim 900 \) first sign of unsteadiness in the laminar could be observed. Further increase in \( \text{Re}_r \), a three-dimensional secondary flow began to develop. Above the critical value of \( \text{Re}_r \sim 14500 \), the secondary flow becomes turbulent. More recently, research by Ma et al. [74] demonstrated that the rotation effect on the flow structure near to the cylinder becomes more apparent at \( \text{Re}_r \sim 11000 \) and the higher the rotational speed gets, the more obvious the disturbance becomes. The research extended to \( \text{Re}_r = 42000 \) at which the flow around the cylinder becomes entirely turbulent.

Recently, the rotating cylinder has been investigated by Escamilla-Ruiz et al. [23] to promote turbulence and secondary flows in stirred tanks, to enhance mixing quality. During cylinder rotation energy transfers to the fluid and produces a three-dimensional rotational flow in the direction of the rotating cylinder (primary flow), owing to the action of inertial forces produced by the cylinder movement. Secondary flows might be produced due to flow interaction with the walls of the geometry. The secondary flows can also be attributed to the effect of the centrifugal pressure gradient in the main flow.

### 2.7 Grain-Oriented Steel

Silicon steel has gained a wide spread application in transformers manufacturing since it was produced in the 1900s [4], due to its superior properties of low core loss and lower magnetostriction. Further improvement on silicon steel was the production of Grain-Oriented grades of silicon steel in the 1930s [7], which are usually used in
distribution and power transformers. The rise in social demands for low-loss steel in transformers cores begins with the first oil crisis in 1973 and the sharp rise in energy prices [75]. Since then, the reduction of electrical consumption has become an extremely crucial matter and the worldwide trend towards the preservation of the natural resources.

The grain-oriented is characterised by an exceptional high crystal grain size in the order of up to some ten millimetres and by the very sharp orientation of its grain in the so-called Goss texture [76]. In GO electrical steel, the metallurgical phenomenon called secondary recrystallisation is exploited to the alignment of the crystal orientation. Secondary recrystallisation is a phenomenon in which only grains with a near-Goss orientation among primary grains with a size of around 10 µm grow to 5 mm or larger. Some inhibitors, such as MnS; Se; Sb, are used to control the grain growth and align it with the <001> Goss orientation. The <001> axes are the directions of the easiest magnetisation in bcc-iron, which are oriented very close to the rolling direction. During secondary recrystallisation, the inhibitors tend to decompose and lost from the sheet surface layer during the purification process.

There are two main types of Grain-Oriented material, one is conventional Grain Oriented (CGO), and the other is High permeability Grain Oriented (HGO) or (Hi-B) as a trade name of Nippon Steel. Hi-B has been commercially produced since 1968 [77, 78], and it shows better performance when applied to a transformer core than the CGO material [79]. The Hi-B grades are characterised by an average misorientation of the <001> axis 3 degrees from the rolling direction instead of 7 degrees for the CGO grades [5, 80].

At Cogent as of 2012 only Hi-B type material is manufactured as the cost benefits are much higher than CGO for a similar processing route and conditions. Figure 2.3, shows CGO and Hi-B production routes.
2.7.1 Hi-B process route

A brief description of the production cycle for high permeability material is illustrated below, Figure 2.6.

Figure 2.5: Diagram of the production routes for conventional and high permeability grain oriented material [81]

Figure 2.6: Production route for high permeability material [82]
2.7.1.1 Primary steel making, slab reheat and hot rolling

During primary steel making, ferrosilicon and the required inhibitor components are added to the melt. Steel slabs are then continuously cast, which results in the formation of large columnar grains extending from the centre to the surface of the slab due to cooling effects [83].

Those that are not broken up by a rolling stage will produce columnar grains and will give rise to fine streaky grains rather than coarse grains. The slab is typically heated to a temperature between 1350 and 1400, where the MnS particles can dissolve into the slab [5]. Directly afterwards, hot rolling at 950 °C occurs which is needed to produce a good orientation of grains; substantially developed into Goss nuclei in the final product.

2.7.1.2 Side trimming, annealing and pickling

Before the trimming process, the edges of the steel strip are heated to become soft which facilitates the trimming. Steel sheet with silicon content 3% is very brittle and has the potential to cause rolling problems. The objective of the edges trimming process is to remove any cracked edge and prevents crack propagation resulting in the strip breaking on the line or the flaking of edges into other machines.

The strip is annealed to refine the metallurgical structure of the hot-rolled coil at around 900 °C; the temperature varies depending on final finishing thickness. The process removes precipitates and a particular oxide that was formed during hot-rolling.

The surface is then shot blasted using air with small iron pellets which loosen up the surface scale. An acid pickle is applied to the steel strip for removing the external oxide. Finally, the strip is covered with an oil layer to protect it against corrosion and help during cold rolling as a lubricant.

2.7.1.3 Cold rolling

The material is subjected to a heavy cold rolling reduction, aided by a water-based lubricant (5% oil), at approximately 85% in five passes to the final gauge 0.23-0.35mm [3].
2.7.1.4 Decarburisation and initial coating

Before the Magnesium Oxide (MgO) coating can be applied, the strip has to be cleaned by burners to remove any oil-based lubricant that remains from cold rolling and preheat the strip ready for the subsequent section. This is to ensure the MgO coating adheres to its best potential. Any staining on the steel substrate could also show through the coating if it is severe or if the coating that is eventually formed is too thin.

A decarburising anneal at 840 °C in a wet hydrogen atmosphere reduces the level of carbon in the strip to a level <0.004-0.005% wt commercially, and initiates primary recrystallisation in the material [3]. The primary reaction to remove the carbon be seen below in Equation 2.8 but both may occur if the conditions favour Equation 2.9. The carbon presence in the following processes would be detrimental to the magnetic properties.

\[
C(g) + H_2O(g) \rightarrow CO(g) + H_2(g) \quad 2.8
\]
\[
C(s) + 2H_2(g) \rightarrow CH_4(g) \quad 2.9
\]

A silica-rich subsurface is created with an oxide in the form of fayalite at the surface. This will eventually react with the MgO coating to create a magnesium silicate ceramic layer commonly known as glass film during the HTCA.

2.7.1.5 High-temperature coil annealing (HTCA)

HTCA is an energy-intensive process that may last up to one week and reaches of 1200 °C for 28 hours during the soaking cycle. During this process, large grains are produced via secondary recrystallisation from primary grains formed in the previous stage. Furthermore, impurities such as sulphur and nitrogen, are fully removed during this process. The process is performed in an atmosphere of inert gases NHx mixture to prevent oxidation.

Electrically insulating glass film is formed by reacting MgO slurry with the silica-rich surface layer which also helps to impart a tension to the strip [11]. The coating will also help to prevent the substrate oxidising as the coating is very un-reactive and creates a physical barrier.
2.7.1.6 Thermal flattening and insulation coating

These processes are at the end of the production cycle followed by slitting, packing and dispatch. The objectives of the process is a thermal flattening of the strip to remove or lessen the edge defects from the HTCA and the application of an insulating coating. During thermal flattening, the steel strip is heated and elongated in nitrogen-rich NHx mixtures. The amount of elongation depends on strip temperature, and the tension applied. Therefore, full monitoring of these conditions should be made.

The final coating complements the insulation properties of the glass film. It increases surface electrical resistance and imparts stress to the strip surface that reduces core loss.

2.8 High-Temperature Coil Annealing (HTCA) Process

The high-temperature batch annealing of electrical steel coils is a very crucial stage in the Hi-B production route. It is the process during which the magnetic properties of the steel are developed when the secondary recrystallisation, strip purification and glass film formation are achieved [84, 85]. The process is performed under careful control of heating rates and gas composition and annealing time that varies depending on the charge weight.

To achieve the desired mechanical and magnetic properties of electrical steel coil, an appropriate temperature profile should be delivered to the steel coil. High permeability material license holders prescribe precise heating rates, any deviation above or below this value can cause difficulty in creating the optimum Goss orientation [86].

The usual steel load/charge consists of eight strip coils; each coil is with an average diameter of ~1300 mm and weighs approximately 10 tonnes, thus requiring a long time to be heated. The coil bore heats slower than the outer surface during the heating process [87]. The heating process ceases when two indispensable conditions are satisfied: (1) the coil temperature reaches the one required by the annealing technology and (2) the temperature difference between the cold and hot points of the coils decreases to less than 30 °C [88].
The difference in coil temperatures is an important parameter in determining the performance of the annealing system as it can affect the required metallurgical changes and lead to non-uniform mechanical properties along the steel strip. During the heating phase (cycle) the glass film is formed, and secondary recrystallisation occurs, and therefore, it is important that the temperature difference is minimised to ensure uniform and correct microstructural changes throughout the coil. Furthermore, the presence of a temperature gradient results in the outer areas of the coil being exposed to annealing for longer than is ideally required, i.e., remain for longer periods at above-recrystallisation temperature and thus being over annealed, while the locations of slowest thermal response are susceptible to being under annealed.

To compensate any deficiency in the thermal cycle, extra hours might be added to the cycle by the process computer to provide additional time to allow the coil to soak satisfactory. Longer soaking time results in a reduction in the temperature difference between the outer and inner surfaces of the coil and, therefore, better uniformity of microstructure and mechanical properties [89]. However, longer cycle times limit productivity and increase the standard product cost through variable costs, such as energy. Furthermore, plant depreciation will also be higher since it is exposed to the annealing conditions for longer, which will influence service life.

2.8.1 A review of high-temperature coil annealing technology

To achieve the desired final properties in electrical steel strip, the annealing system must be capable of delivering appropriate heat to the charge without incurring excessive running costs. However, whether the system is incapable, or more than capable, the high cost and other restriction make their use less flexible in the low volume electrical steel sector. There are several versions of annealing electrical steel technologies that are used commercially.

The traditional process plant for annealing of the coil strip is a batch annealing furnace. Newer mills, especially in Japan, have been developed and installed at a significant capital cost, those are the continuous annealing lines [90].
Continuous annealing processing lines or CAPL was first introduced by the Nippon steel corporation in 1972 [91], and since then it has been adopted by the world’s major steel grades producers. In the beginning, it was used as a process step in the production of hot dip galvanized steel; later several improvements have been made in the process, which allows several types of steels to be processed by this method [92].

This type of annealing involves uncoiled strips passing continuously through a fixed heating furnace, which comprises a heating zone, soaking zone and cooling zone, Figure 2.7. The cooling zone is divided into three sub-zones so that a specific thermal profile can be performed. The delivery equipment comprises a delivery looper where the strips are divided and recoiled.

The CAPL is preferred in the wide range of products in steel industry because of the short processing time leading to high productivity. Moreover, it allows better shape and surface properties as well as uniformity of the properties all along the coil. Although the CAPL advantages over the conventional batch annealing still it was not used for all applications, particularly in the final production process of the electrical steel [90]

![Figure 2.7: Schematic diagram of the sequence operations in a continuous tunnel furnace](image)

This because it is uncertain whether sharp Goss texture can be achieved with short treatment time required for the secondary recrystallization, glass film formation and purification of the steel. Due to the higher cooling rate and the lack of time, the
removal carbon in the steel strip remained in supersaturation during the continuous annealing, resulting in poor ageing property of the continuous annealed steel. Furthermore, economic profitability is questionable regarding the extreme furnace length for realising short annealing times of ~ 15 min. Although the recent trend is towards the continuous process, the batch process still accounts for the majority of existing facilities, because of their versatility, economics and ease of operation [93].

Batch annealing, as its name suggests, involves the heating and cooling of steel coils in a portable furnace. The process is preferred where large ferrite grains are needed as in the case of electrical steel because it offers sufficient time to achieve the desired chemical changes in the steel coil. Improvements in batch annealing technology have focused on hardware performance enhancements and the determination of optimum cycle times to produce the desired metallurgical properties. One such hardware enhancement has been the adoption of high convection batch annealing using hydrogen [94, 95] due to the high thermal conductivity of the hydrogen. The application of 100% hydrogen gas has led to considerable progress in the annealing process; the most important of which is reduced process time [96].

Ordinary batch annealing furnace use NHx mixture, a combination of 10% hydrogen and 90% nitrogen as a protective gas and exhibit slow heating and cooling rates [96]. High convection batch annealing requires a high volume flow rate of recirculating gas to penetrate the steel coil layers.

The HTCA furnaces differ from conventional batch annealing facilities for several reasons that are a direct result of the very high temperature and processing conditions. In the conventional batch system, the charge is heated by a burner, and a fan placed at the furnace base, is used to circulate the atmospheric gas around the steel charge, typical furnace diagram is shown in Figure 2.8, whereas in HTCA furnace, the steel charge is heated by the electrical elements attached to the furnace wall. The high temperature and high content of hydrogen gas make the use of a fan to circulate the atmospheric gas of a great challenge for engineers.
2.9 High-Temperature Coil Annealing (HTCA) Furnace

In the HTCA furnace, the product develops the desired mechanical and magnetic properties where an appropriate thermal cycle is delivered. The furnace consists of two main sections: a base also called hearth, and a furnace and other stacking equipment: the inner covers and separator plates. The hearth is fixed, and the furnace is portable, which is lowered over the base once the charge of coils and the inner covers are correctly positioned. The annealing cycle is controlled by a process computer using temperature readings by thermocouples inserted at specific locations throughout the furnace and the base. Gas compositions and flow rates are monitored carefully during the cycle. The heating elements are distributed on the furnace walls and the base, as illustrated in Figure 2.9. The typical furnace capacity is eight coils per charge and a maximum weight of approximately 70 tonnes in total.
2.9.1 The hearth

The hearth is constructed around a steel frame and lined with firebricks. The rectangular hearth has two steel troughs around its periphery, which are longitudinally separated by a steel plate. The outer section is filled with water and the inner filled with sand to form an effective seal when two steel skirts, fitted to the furnace, are lowered into the two hearth troughs. The seal created here is the main furnace seal to prevent the entrance of air or the escape of furnace gas, which can create an explosion risk [98].

The hearth has four circular recesses, situated along its longitudinal axis, which contains electrical base heating elements. A steel base plate is positioned on the top of the recesses to facilitate coil loading. The hearth is supplied with four gas inlet pipes installed in the four recesses and an emergency nitrogen purge inlet, as shown in Figure 2.10.
2.9.2 The furnace

The section in Figure 2.11 shows the furnace placed upon the hearth in the absence of the charge and the separator plates. Electrical heating elements are arranged on the four vertical walls of the removable furnace, Figure 2.9; therefore, some coils receive a higher proportion of the total furnace energy than the other coils. The charge is heated by radiation from heating elements and some convection. Unfortunately, these variations cannot be controlled since the control system works on the average furnace temperature across several zones. During cooling, the gas filled the furnace cavity is drawn off and circulated through a heat exchanger attached to the furnace before re-entering to the furnace.

Figure 2.11 also shows the inner cover settles in the sand seal. The inner cover acts as a radiation shield and plays an important role in maintaining the atmospheric gas at a higher pressure than that in the furnace to avoid oxidation. The internal geometry of the furnace is tailored to minimise pressure losses and to ensure uniform heating and cooling of the charge.

HTCA furnaces and hearths require a great deal of maintenance due to the high temperature of the annealing treatment. The failure in the process equipment can be attributed to the electrical failure which occasionally occurs by means of a short circuit or worse when the current cannot flow, i.e. open circuit. It can occur because of
physical damages to the heating elements during the packing operation, or due to longer ramp up.

![Diagram of furnace components]

Figure 2.11: Furnace in position on the hearth

The effect of electrical failure is twofold; firstly, there is an extension in cycle time. Secondly, the failure of the process equipment, which results in the furnace being removed from service for maintenance.

2.9.3 Heat transfer in HTCA furnace

The protective cover is externally heated through radiative and convective modes of heat transfer, which heat the circulating hydrogen gas. The outer and inner surfaces of the coils get heated by convection from the circulating hydrogen gas inside the inner cover and by radiation between the cover and the coil. The coil’s bore is heated by conduction. The latter process governs the full process time which is mainly affected by the low radial conductivity across the coils wrap [89]. The convective mode of heat transfer induced by the buoyancy forces that arise from density differences caused by the temperature variations inside the atmospheric gas. Radiation is the predominant heat transfer mode in the high-temperature annealing furnaces.
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2.10 High-Temperature Coil Annealing (HTCA) Schedule

The HTCA, operates on a fixed base, upon which the steel charge is placed, in sequence; a steel charge, separated plates, inner covers and furnace. Each movement in the process is done with a travelling overhead crane. The process starts by stacking steel coils (2 coils per stack) and the separator plates, on the top of each other successively, onto an empty base. Steel covers are placed over the stacks of the loaded coils and settled in a sand seal at the base to enclose the protective atmosphere gas.

The flow of deoxidizing gas to purge the air from the space under the cover is then begun. The purpose of using the protective atmosphere gas is to fulfil the same main functions: decarburisation, prevention of oxidation and carbon pick up. Thus, the gas composition has a great effect on the development of the grain structures and the magnetic properties [99, 100]. Figure 2.12 shows the gas injection to the steel charge. The gas penetrates the sand seal and passes to space under furnace. A furnace is then lowered on the base. All the connections of the power supply, thermocouples and the cooling system pipework are made.

The thermal cycle begins by heating the coils slowly under gas conditions of a mixture of hydrogen and nitrogen. Then the charge is held in a dry hydrogen atmosphere at \( \sim 1200^\circ \text{C} \) with a carefully controlled heating rate. The holding time is proportional to the outer coil diameter, one hour per inch in section [6]. The heating process ceases once the annealing requirements, discussed in section 2.6, are fulfilled.

Cooling is carried out in an atmospheric gas of NHx mixture. In the cooling stage, the furnace is turned off, and the cooling fan is turned on. Once a sufficient low temperature is achieved, the furnace can then be removed and the charge left to be cooled naturally.
In HTCA, hydrogen is used because of its thermos-physical properties, which make it an effective medium for promoting favourable heat transfer. The thermal conductivity of the hydrogen is approximately seven times greater than that of nitrogen at the same temperature [16]. Additionally, the hydrogen content affects the secondary recrystallisation development via influencing nitriding oxidising [101].

2.10.1 Process operating parameters

There are some parameters governing the annealing process which can be classified as controllable and fixed parameters. The controllable parameters tend to be restrictive to meet the requirements of the annealing process such as the gas composition and flow rates as well as the heating rates.

Controllable parameters

- Gas management
- Coil dimensions
- Heat input
Chapter 2: Literature Review

The fixed is due to the properties of the material, furnace geometry and annealing technology.

Fixed parameters

- Furnace geometry
- Heating elements position

2.11 Challenges of Annealing Process of Hi-B Production

To remain competitive in the current economic climate, steel companies need to focus their attention on the cost of production. This challenge will be complex as the economy recovers with reshaped markets and as new and idled steel capacity is brought back on-line.

The industrial research activities are targeting on the one hand on superior GO products with lower losses, higher permeability or lower magnetostriction for the demands of more-efficient or less noisy transformers. On the other hand, industrial research is targeting with very high priority on reduction of manufacturing costs. This shall be obtained by enhancing processes, by saving energy and resources, to stay competitive in the market as well as to fit well with the ecological stipulations.

Great efforts and studies have been done to enhance the productivity of the Hi-B steel. The efforts have mainly focused on hardware performance enhancements and optimising the cycle times. For years, steel producers have tried to shorten cycle times and minimise the energy consumed by the annealing furnaces. Also, producers have examined modern furnace construction materials with the aim of extending furnace life, reducing maintenance and improve safety. However, the heating industry has been relatively slow to develop new technologies. This may be attributed to several reasons: the characteristics of the industry, the relatively small scale of the companies offering industrial heating systems and a strong dependence on the heating equipment with the operation of the entire plant.

At Cogent, there have been some efforts on enhancing the annealing process in the high-temperature coil annealing furnace (HTCA) in terms of enhancing convection
and thus optimising the annealing cycle time. Research by Buckley et al. [102], proposed a new furnace design in order to enhance convection at the HTCA furnace and reduce cycle time. Convection heat transfer is more appropriate than radiation for a material having a low surface emissivity as in the case with the electrical steel coils with an MgO coating. The proposed furnace redesign suggested using an impeller to increase the convection inside the furnace. The impeller circulates gas around the charge allowing heat to be scrubbed from locations experiencing excessive temperature and transported by the gas to cooler positions. However, in practice, using super-alloy fans/impellers to cope with the high annealing temperature has always been prohibitively expensive. Moreover, it requires engineering work to convert a base to be able to power and seal the fan perfectly, as the HTCA furnace operates in a hydrogen atmosphere.

Therefore, in this research, an alternative mechanical device was explored to generate gas circulation inside HTCA furnace during the annealing process in order to enhance convective heat transfer via fluid distribution method as explained in section 2.4.

The literature provides strong motivations for using the rotating cylinder for this purpose. Therefore, this research is exploring the technique of the rotating cylinder and the possibility of exploiting it in agitating the atmospheric gas inside HTCA furnaces to generate turbulent flow to enhance the convection heat transfer mechanism.
2.12 Summary

A literature review of the rotating cylinder technique and the high-temperature annealing technology has carried out in this chapter. It can be summarized as follow:

- The rotating cylinder technique has been utilised in a variety of applications either to generate or suppress turbulence due to its capability of promoting or mitigating hydrodynamic instabilities within the fluid domain.

- The inefficiencies of the thermal cycle of the HTCA process needs considerable attention. Efforts are required to improve the HTCA system performance to produce a product with the desired properties and to save energy consumption.

- The literature survey revealed that attempts to enhance thermal cycle in batch annealing, and specifically at Cogent, are scare. Furthermore, there is not certain information available about the use of rotating cylinders in industrial furnaces.

- The present research attempts to generate fluid recirculation, thus producing forced convection, within the furnace fluid domain using the rotating cylinders technique.
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Methodology

3.1 Introduction

This work is aimed to examine, experimentally, the effect of the rotating cylinder technique on the flow field structure when using a range of rotational rates.

The work is also aimed at exploring numerically the technique’s potential use in the high-temperature annealing furnaces to produce flow generation.

This chapter presents the techniques and the methodology that were used to accomplish the research objectives.

3.2 Experimental Methodology

The main physical properties of the flow are very much dependent, in the steady flow case, on the considered range of Reynolds number and on what conditions are assumed at large distances from the cylinder [64, 103]. Such conditions include the induced flow due to the cylinder rotation even at large distances away from the cylinder [49]. Therefore, the configuration of the fluid domain investigated in this study was with the size of 100D as shown in Figure 3.1.

This domain size was found numerically by Kang et al. [49], Mittal et al. [66] and Paramane et al. [104] to be sufficient enough for domain-independent results, and to be considered as unbounded flow for the range of $\text{Re}$, $40 \leq \text{Re} \leq 160$, and $0 \leq \alpha \leq 6$. 
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Figure 3.1: Schematic of the unbounded flow past a rotating circular cylinder

A wind tunnel with a configuration as shown in Figure 3.2 was used to investigate the flow passing a rotating and non-rotating cylinder. The rig consists of a circular cylinder of diameter $D=12$ mm located horizontally inside the wind tunnel with dimensions $1200 \times 1200$ mm. The flow was forced to pass over the cylinder using a suction fan installed at the exit of the tunnel. A valve was used to adjust the exit velocity and control the flow rate entering the wind tunnel, Figure 3.3. This procedure is governed by Bernoulli’s principle, in which pressure and velocity are inversely proportional. The rig wall was made of a perspex material of clear Acrylic sheet of 10 mm thickness to gain optical access to the flow field.

Figure 3.2: Wind tunnel test system
A variable speed DC motor model MT63B14-2 was used to drive the cylinder. An inverter (or a variac) that adjusts the supplied electric current and frequency was used to control the cylinder rotational speed. The system includes a tachometer, which used to monitor the rotational speed during the tests.

The cylinder rotational speed was set to be corresponding to the selected range of the non-dimensional ratio $\alpha$, and it was calculated using Equation 3.1:

$$r.p.m = \frac{V_{in} \alpha}{60 \pi} \quad \text{or} \quad \omega \times \frac{60}{\pi} \quad 3.1$$

The velocity at the outlet of the rig was measured by using a hot wire anemometer. The continuity equation, expressed in Equation 3.2, was used to calculate the inlet flow velocity.

$$A_{in} V_{in} = A_{out} V_{out} \quad 3.2$$

Reynolds number was calculated based on the cylinder diameter ($D$) and the inflow velocity calculated from Equation 3.3. Therefore, the formula of $Re$ is:

$$Re = \frac{V_{in} D}{v} \quad 3.3$$

![Figure 3.3: Test rig configuration](image)
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Laser Doppler velocimetry was used to measure the velocity and the flow turbulent around the cylinder.

3.2.1 Laser Doppler Velocimetry (LDV)

Laser Doppler velocimetry (LDV) is a laser-based technique for measurement of velocity and turbulence in gas, liquid, multiphase fluids, chemically reacting flows. It is widely used in applications such as combustion, flame, wave tanks, rotating machinery, wind or water tunnels, micro and macro channels, in biomedical applications and other scientific research, and industrial applications. It is preferable in applications where the conventional technique such as hot-wire or hot-film anemometers cannot be performed successfully [105, 106].

This optical method of local instantaneous velocity measurement is non-contact and non-intrusive and can be employed where the physical sensors are difficult or impossible to be used. It offers a very high accuracy without calibration because LDV measures the absolute velocity component. The most powerful feature of the LDV is that it can measure one, two or three instantaneous and time-averaged velocity components, simultaneously with velocities ranging from zero to supersonic.

The necessary conditions for the LDV operation are a transparent medium, a suitable concentration of tracer particles (or seeding) and optical access to the flow through windows, or via a submerged optical probe.

3.2.2 Principles of LDV

During the LDV operation, a laser beam splits, and the two branches are then crossed outside the sensor. This intersection region is called the probe volume or measurement volume, Figure 3.4. The main characteristic of this region is the generation of alternating light and dark bands; these bands are called fringes. The flow of interest must be seeded with small, neutrally buoyant particles that scatter light when passing through the fringe bands. The particles, eventually, follow the fluid path and their velocities are assumed to be equal to the velocity of the fluid flow [107].
Figure 3.4: Probe volume [108]

The physical principle of the LDA is based on the well-known Doppler shift of frequency between transmitting and reflecting signals. A particle passing through the fringes scatters light, and the scattered intensity rises and falls as the particle passes through the bright and dark bands. The scattered light is then collected and focused on photomultiplier tubes (PMT) which generate a sinusoidal voltage signal representing the intensity of the scattered light from the particle, and hence it is proportional to the absorbed photon energy [109]. The frequency of the scattered light is shifted by an amount proportional to the speed of the particle. Therefore, the frequency of the signal generated by the PMT is also proportional to the velocity of the particle passing normal to the fringes. Variations in the voltage signal can be attributed to the particles passing the fringes light and dark strips.

The raw sinusoidal signal is processed by a signal processor to remove low-frequency components and obtain only the high-frequency component which contains the Doppler signal ($f_0$). The difference between the incident and scattered light frequencies is the Doppler shift as illustrated in Figure 3.5.
The velocity of the flow can be calculated using Equation 3.4:

\[ U = d_{fringe} \times f_{Doppler} \]  

Where \( f_{Doppler} \) is the Doppler frequency of the sinusoidal signal, \( d_{fringe} \) is the distance between the fringes.

A single pair of incident beams measures a single velocity component; additional components can be measured by adding additional pairs of beams that cross at the same measurement point. Each pair must have a unique wavelength so that the scattered signals can be distinguished during the filtering process. Commonly, the blue, green, and violet lines are used for multi-component measurements.

3.2.3 LDV configurations

Some LDV systems have separate transmitter and receiving units, which allow both forward scatter and backscatter measurements. In the forward scatter, the particles scatter light in all directions, but the highest intensity of scattered light is on the forward side of the particle in a direction away from the incident light. In LDV measuring systems that work in the forward scatter mode, the transmitter and receiver are placed on opposite sides of the flow. However, one of the disadvantages of forward scatter is the difficulty of aligning the transmitter and the receiver. In the backscatter mode, the transmitter and the receiving unit are placed on the same side, and while
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this method outputs lower signal levels, it allows for better optical access to the flow. Some LDV systems utilise a combined transmitter and receiver unit, operating in backscatter mode and with the advantage of being permanently aligned for precise measurements.

In this study, LDA of 543-TSI-A01 model was used, this model utilises an argon-ion laser for the light source. This laser output has multiple wavelengths. The two wavelengths used are 541.5 nm (green beam) to measure the \( V_x \) velocity component, and 488.0 nm (blue beam) to measure the \( V_y \) velocity component \([109]\). The two beams are transmitted and collected through one probe, 450500 model that represents both the transmitter and the receiving unit, Figure 3.6.

![Figure 3.6: Schematic diagram of the TSI laser Doppler anemometry system](image)

A photodetector module PDM 1000 model was used. The PDM receives optical signals from the fiberoptic probes and sends them as electrical signals to the FSA signal processor. The FSA signal processor receives these signals and extracts information such as frequency, phase, burst transit time and burst arrival time from these signals and sends it to the computer.

The data is analysed using the FlowSizer software running on the computer, which displays the detailed analysis. The FlowSizer software provides menu driven control...
for data acquisition, analysis and storage. On-line histograms, distributions and correlations of size and velocity are also generated, as shown in Figure 3.7. A computerized 3D traverse system was used to mount the optical probe. FlowSizer software was used to control the traverse movement during the experiments.

Figure 3.7: FlowSizer software
3.3 The Numerical Approach

The prediction of heat transfer and fluid flow processes can be obtained by two main methods: experimental investigation and theoretical calculation. The latter approach has two branches namely: analytical and computational fluid dynamics (CFD).

The analytical approach is structured about simplification of the governing equations and solving for the exact solution, and so it is restricted to simple geometries. An experimental investigation is considered more reliable; however, performing full-scale tests are, in most cases, prohibitively expensive and often impossible as in hazardous conditions.

The numerical or the computational approach focuses on discretising the governing equations and solving them by using Computer-Aided Engineering (CAE) softwares, the solution is approximate and not exact. The approach has been used widely in the fluid flow application as it is more cost-effective and more rapid than the experimental approach. The computational fluid dynamics has witnessed rapid growth since the advent of digital computers and following improvements in computer resources.

3.4 CFD Methodology

The computational fluid dynamics (CFD) is a tool for predicting fluid flow, heat and mass transfer, chemical reactions, and related phenomena by solving the set of governing mathematical equations numerically. The implementation of numerical simulations has led to several benefits for the scientific community including cost and time savings, improvement in product performance, and new product design and manufacturing.

The numerical simulation of fluid dynamics is closer to experimental than to theoretical fluid dynamics. The performance of each particular calculation on a computer closely resembles the performance of a physical experiment, in that the analyst turns on the equations and waits to see what happens, same as the physical experimenter does [110]. The CFD analysis complements testing and experimentation as it can provide information of all the relevant variables (such as velocity, pressure, temperature, turbulence intensity, etc.) throughout the domain where the probes in the
physical model cannot be used conveniently. Furthermore, the CFD analysis offers the opportunity to validate the experimental work.

The development of high powered, super-fast computers as well as the more efficient CFD software has significantly increased the use of the numerical methods in various branches of science and engineering such as aerodynamics of aircraft, hydrodynamics of ships, power plant combustion, internal combustion engines and gas turbines [111]. Many complicated problems can now be solved at very little cost and in a very short time by the computer. The approach is helping industry in testing new applications prior to the experimental investigation, which results in the development of new products and performance improvements.

3.4.1 CFD mechanism

The core of the CFD is based on the solving Navier-Stokes equations, which describe how the velocity, pressure, temperature and density of a moving fluid are related. The CFD approach is structured around solving the N-S equations numerically using a computer system. This approach allows easy access to the solvers and provides a deep examination of the outputs. Broadly, the CFD approach contains three successive elements: (a) pre-processing, (b) solver, and (c) post-processing.

3.4.1.1 Pre-processing

In the pre-processing stage, the problem of interest is being introduced to the solver, through identifying the geometry or the boundaries of the region of interest, i.e. the computational domain, the boundary conditions that are associated with the phenomena under investigation and the properties of the computational domain.

During this stage, a grid of the fluid domain is generated. The reason behind discretizing the fluid domain into small subdomains or elements is to transform the governing equations from partial differential form to the algebraic form, which can be solved computationally in iterative processes. Much as the accuracy of experimental data depends on the quality of the tools utilised, the accuracy of numerical solutions is dependent on the quality of discretizations used [112]. In general the larger the number of cells the better the solution accuracy. As the number of grid points becomes
very large, the solution of the algebraic equations is expected to approach the exact solution of the corresponding differential equation. However, large mesh numbers has always been computationally expensive and has led to the need for mesh independency analysis.

3.4.1.2 Solver

Presently there are three distinct approaches for solving the N-S partial differential equations. These are the finite difference, the finite volume and spectral method. Each method has its own advantages depending on the nature of the physical problem to be solved. The main differences between the three methods are associated with the way in which the flow variables are approximated and with the discretisation processes.

The spectral methods approximate the unknown by means of a truncated Fourier series or a series of Chebyshev polynomials. Unlike the finite element methods, the spectral use bases functions that are nonzero over the whole domain, in other word the approximations are not local but are valid through the entire computational domain. Such approach is known as a global-approach, where the computation at any given point depends not only on information at neighbouring points, but also on information from the entire domain [113].

The finite difference method is the easiest method to use for simple geometries. The special requirement of this method is the structured grids, as the grid lines serve as local coordinate lines, where the unknown of the flow problem is described by means of point samples at the nodal points of the grid coordinate lines. Truncation Taylor series is used to generate finite difference approximation of derivatives of the variable at each grid point and its immediate neighbours [111]. The results is one algebraic equation per grid node where the variable value appears as unknown. However, the restriction to simple geometries is a significant disadvantage in complex flows [114].

The finite volume method is one of the most frequently used methods for solving the partial differential equations that govern the fluid motion. It is an integral scheme integrating the governing equations over a control volume. The integral of the governing equations yield discretised equations, which are the key step of the finite
volume method. The concept of the finite volume algorithm is based on dividing the fluid domain into a finite number of contiguous control volumes (CVs), where the variable of interest is located at the centroid of the control element. The method consists of using a simple approximation of unknown variables to transform partial differential equations into algebraic equations. The resulting linear algebraic equations are then solved in an iterative fashion to obtain the distribution of the variable (φ) at nodal points [111].

This method requires intensive use of a computer and can be applied to solve almost all problems encountered in practice: steady or transient problems in linear and nonlinear regions for one-, two- and three-dimensional domains [115]. Nowadays most of the commercial codes such as STAR-CD, ABAQUS, ANSYS, etc. are finite volume based because it can accommodate any shape of grid and so it is suitable for complex geometries.

3.4.1.3 Post-processing

Post-processing CFD data is a vital step in order to accurately derive the right conclusions from the models. It is a useful tool to obtain a complete insight into fluid dynamics simulation results. Therefore, this element of the computational fluid dynamics has received a great attention and tremendous efforts have been made to develop it.

The modern CFD packages are now equipped with versatile data visualisation tools that offer different formats for visualising the simulation outputs such as; vector plots, line and shaded contour plots, domain geometry and a grid display, etc. The post-processing graphics outputs facilitate the communication of ideas to the non-specialists.

3.4.2 Conservation laws of fluid motion

The cornerstone of computational fluid dynamics is the fundamental governing equations of fluid dynamics—the continuity, momentum and energy equations. They are the mathematical statements of three fundamental conservation laws of physics upon which all of fluid dynamics is based:
• The mass of fluid is conserved.
• The rate of changes of momentum equals the sum of the forces on a fluid particle (Newton’s second law)
• The rate of change of energy is equal to the sum of the rate of heat addition to and the rate of work done on a fluid particle (first law of thermodynamics).

3.4.2.1 Mass conservation equation

In fluid dynamics, the mass conservation equation or (continuity equation) states that the rate at which mass enters a system is equal to the rate at which mass leaves the system plus the accumulation of mass within the system. This can be expressed mathematically in Cartesian coordinates by [18]:

\[
\frac{\partial \rho}{\partial t} + \frac{\partial \rho u}{\partial x} + \frac{\partial \rho v}{\partial y} + \frac{\partial \rho w}{\partial z} = 0
\]

3.5

Or by using the vector notation:

\[
\frac{\partial \rho}{\partial t} + \rho \nabla \cdot \mathbf{U} = 0
\]

3.6

Both equations are unsteady, three-dimensional mass conservation or continuity equation for compressible fluid. Equation 3.6 consists of two terms; the first term on the left-hand side is the rate of change of density (mass per unit volume), if the fluid is incompressible, \( \rho = \) constant, independent of space and time, so that \( \frac{\partial \rho}{\partial t} = 0 \). The second term describes the net flow of mass out of the element across its boundaries and is called the convective term [116].

3.4.2.2 Momentum equation

The momentum equation is a statement of Newton’s Second Law and relates the sum of the forces acting on an element of fluid to its acceleration or rate of change of momentum. Applying this to a fluid passing through infinitesimally, fixed control volume, yields the following equations:

The x-component of the momentum equation

\[
\rho \frac{Du}{Dt} = -\frac{\partial p}{\partial x} + \frac{\partial \tau_{xx}}{\partial x} + \frac{\partial \tau_{yx}}{\partial y} + \frac{\partial \tau_{zx}}{\partial z} + \rho f_x
\]

3.7a
The y-component of the momentum equation

\[
\rho \frac{Dv}{Dt} = -\frac{\partial p}{\partial y} + \frac{\partial \tau_{xy}}{\partial x} + \frac{\partial \tau_{yy}}{\partial y} + \frac{\partial \tau_{yz}}{\partial z} + \rho f_y
\]

The z-component of the momentum equation

\[
\rho \frac{Dw}{Dt} = -\frac{\partial p}{\partial z} + \frac{\partial \tau_{xz}}{\partial x} + \frac{\partial \tau_{yz}}{\partial y} + \frac{\partial \tau_{zz}}{\partial z} + \rho f_z
\]

Equations (3.7a-c) are x-, y-, and z-momentum equations, and the term \((\rho f)\) represents the body forces, which are characterized by buoyancy, and gravitational forces. The three scalar equations are known as Navier-Stokes equations. In Newtonian fluid, the shear stress \((\tau)\) is proportional to the time-rate-of-strain, i.e. velocity gradients [17].

\[
\tau_{xx} = \lambda \nabla \vec{V} + 2\mu \frac{\partial u}{\partial x}
\]

\[
\tau_{xy} = \tau_{yx} = \mu \left( \frac{\partial v}{\partial x} + \frac{\partial u}{\partial y} \right)
\]

Other components of the stress tensor \((\tau)\) are available in the most of textbooks that concern fluid motion, for instance [117]. The three-dimensional form of Newton’s law of viscosity for compressible flow involves two constants of proportionality: the dynamic viscosity, \(\mu\) and the bulk viscosity, \(\lambda\) that related to volumetric deformation \((\lambda = -\frac{2}{3} \mu)\) [116]. Replacing the values of viscous stress in the momentum equations yields the so-called Navier-Stokes equations:

\[
\rho \frac{Du}{Dt} = -\nabla p + \mu \nabla^2 u + \rho f_x
\]

\[
\rho \frac{Dv}{Dt} = -\nabla p + \mu \nabla^2 v + \rho f_y
\]

\[
\rho \frac{Dw}{Dt} = -\nabla p + \mu \nabla^2 w + \rho f_z
\]
3.4.2.3 Energy Equation

The energy equation derived from the first law of thermodynamics, which states that the rate of change in energy of a fluid particle is equal to the rate of heat addition to the fluid particle plus the rate of work done on the particle.

\[
\left\{ \frac{\text{Rate of change of energy}}{\text{inside the fluid element}} \right\} = \left\{ \text{Net flux of heat into the element} \right\} + \left\{ \text{Rate of work done on the element due to body and surface forces} \right\}
\]

The rate of change of energy of a fluid particle per unit volume is given by \( \rho \frac{DE}{Dt} \). The total rate of work done on a fluid particle by surface stresses can be expressed as per Equation 3.11 [111].

\[
\text{Work} = -\nabla \cdot (\rho u) + \frac{\partial(u \tau_{xx})}{\partial x} + \frac{\partial(u \tau_{yx})}{\partial y} + \frac{\partial(u \tau_{zx})}{\partial z} + \frac{\partial(v \tau_{xy})}{\partial x} + \frac{\partial(v \tau_{yy})}{\partial y} + \frac{\partial(v \tau_{zy})}{\partial z} + \frac{\partial(w \tau_{xz})}{\partial x} + \frac{\partial(w \tau_{yz})}{\partial y} + \frac{\partial(w \tau_{zz})}{\partial z}
\]

3.11

The net rate of heat transfer to the fluid particle due to heat conduction across element boundaries can be written as:

\[-\nabla \cdot q = K \nabla^2 T \]

3.12

Any other sources of energy (\( S_h \)) to the system should be taken in the consideration and added to the energy equation. The final form of the energy equation become:

\[
\rho \frac{DE}{Dt} = -\nabla \cdot (\rho u) + \left[ \frac{\partial(u \tau_{xx})}{\partial x} + \frac{\partial(u \tau_{yx})}{\partial y} + \frac{\partial(u \tau_{zx})}{\partial z} + \frac{\partial(v \tau_{xy})}{\partial x} + \frac{\partial(v \tau_{yy})}{\partial y} + \frac{\partial(v \tau_{zy})}{\partial z} + \frac{\partial(w \tau_{xz})}{\partial x} + \frac{\partial(w \tau_{yz})}{\partial y} + \frac{\partial(w \tau_{zz})}{\partial z} \right] + K \nabla^2 T + S_h
\]

3.13
3.4.3 Grid topology

The first step of CFD simulation is to prepare the model for analysis. Therefore, to analyse fluid flow, the fluid domains are split into smaller subdomains in a process known as meshing. The governing equations are then solved inside each of these subdomains numerically.

The mesh applied to the model is extremely important as it dictates solution accuracy and model run time. Some mesh generators enable the user to create unstructured and/or structured meshes, to suit a particular application. The unstructured mesh is represented by the triangular elements (2D)/tetrahedral (3D) whereas the structured grid is represented by the quadrilateral (2D)/hexahedral (3D). However, it is possible to have wedges and pyramids elements in (3D) to match specific boundaries through the model, Figure 3.8 shows structured and unstructured grid for a 2D model.

![Structured (left) and unstructured (right) meshes](image)

Figure 3.8: Structured (left) and unstructured (right) meshes [118]

The structured mesh follows a uniform or repeated pattern where every node is uniquely defined and indexed according to a specified algorithm; whereas the unstructured mesh is distributed randomly and no regular pattern is followed. Moreover, the nodes in the unstructured grid might cluster heavily at some areas through the geometry and that would create a non-uniformly discretised mathematical model, which would require more work to improve mesh quality.

Each cell in the discretised model is used to define nodes where fluid properties are calculated. The solution is iterated at each node based on the values obtained from the
neighbouring nodes. Thus, a high number of elements results in a higher number of nodes and ultimately more calculations required, i.e. higher computational time.

In a structured grid, unlike the unstructured, a node is surrounded by an equal number of neighbouring nodes, which are defined according to a specified pattern. This facilitates the loop through the orderly indexed neighbours during the numerical solution, and no large computational memory would be required for storing elements, nodes and connectivity table of these nodes [118, 119].

In order to, adequately, resolve the boundary layer near the boundaries, the mesh inflation concept was used in this study. This concept concerns accommodating higher number of cells in the direction normal to the boundaries, which are subjective to the boundary layer formation [120].

3.4.4 Solution convergence

For any iterative numerical technique, each successive iteration results in a solution that moves progressively closer to the true solution. This is known as convergence. A numerical method is not always guaranteed to produce converging results. Convergence is subject to satisfying certain conditions. If these conditions are not met, the solution would experience some errors.

In numerical computations, the term error refers to the difference between an approximate solution and the exact solution of the partial differential equations. The degree to which the approximate solution approaches the exact solution as space and time increments become smaller and smaller is called convergence of the finite difference representation.

There are some factors that can hinder the solution to achieve convergence, such as size and number of computational cells, inappropriate model selection. Convergence is often measured by the level of residual and monitoring relevant integrated quantities such as drag/lift coefficients.
3.5 CFD Fluent Solver

Fluent is a CFD solver based on finite volume method and it is integrated into ANSYS Workbench. It can simulate a wide range of phenomena: aerodynamics, combustion, hydrodynamics, mixtures of liquids/solids/gas, particle dispersions, reacting flows, heat transfer, etc. Steady-state and transient flow phenomena are easily and quickly solved.

The finite volume method is based on dividing the computational fluid domain into small subdomains or control-volumes where the governing partial differential equations for the conservation of mass, momentum, and scalars such as energy, turbulence, and chemical species are integrated over each control-volume resulting in discretised equations for temperature, pressure velocity etc. The discretised equations are non-linear which is then need to be linearized to produce a system of equations for the dependant variable in every computational cell, in which the resultant linear system is then solved to yield an updated flow-field solution [121]. The variable of interest within the cell is then computed using the known and unknown values from the neighbouring cells. The most popular solution procedures are the TDMA (tri-diagonal matrix algorithm) line-by-line solver of the algebraic equations.

Fluent CFD solver employs two numerical methods namely; segregated solver and coupled solver, both have similar discretization process of finite-volume, but the approach used to linearize and solve the discretized equations is different. The segregated approach solves the non-linear governing equations sequentially by performing several iterations of the solution loop before a converged solution is obtained, steps of iteration illustrated in Figure 3.9A.

The coupled solver solves the governing equations instantaneously all together. Because the governing equations are non-linear (and coupled), several iterations of the solution loop must be performed before a converged solution is obtained, Figure 3.9B shows steps of iteration in this approach.
ANSYS Fluent allows the user to choose one of the two numerical methods; pressure-based solver and density-based solver. In both methods, the velocity field is obtained from the momentum equations. In the density-based approach, the continuity equation is used to obtain the density field while the pressure field is determined from the equation of state [122]. On the other hand, in the pressure-based approach, the pressure field is extracted by solving a pressure or pressure correction equation, which is obtained by manipulating continuity and momentum equations.

Four segregated types of algorithms are provided in Fluent; PISO, SIMPLE and SIMPLEC. These schemes are indicated as the pressure based segregated algorithm.

### 3.5.1 Fluent mechanism

There are three main steps to the ANSYS/Fluent software. The first is CAD package, following by a grid generator and finally, the boundary conditions and physical models are assigned in the solver software.

The geometry file is imported into the grid generator package where the grid is produced, and boundary conditions are identified to the surfaces dictated by the geometry. The grid is then imported into the solver software, which embodies the physical models and facilitates adjustments to the grid and the boundary conditions.
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The stages of producing a complete simulation are:

1. Create the model geometry and grid
2. Start the solver, import the grid, check the grid
3. Chose the equations to be solved
4. Specify the material properties
5. Specify the boundary conditions
6. Adjust solution control parameters
7. Initialise the flow field
8. Calculate a solution
9. Examine the results and consider revision

The main limitation of these analyses is the model run time. A large number of nodes, a long cycle time and small time steps will ultimately result in long solution run times. This may be minimised by grid improvements, nodes reduction and, use of larger time steps, all of which can be manipulated from within the main solver software.

3.5.2 Turbulence modelling in CFD

Turbulence modelling is one of three key elements in computational fluid dynamics alongside with grid generation and algorithm development. Virtually all engineering applications that contain fluid motions are turbulent and hence required a turbulence model to predict or examine the effect of turbulence. Because of the tremendous increase in the capability of digital computers, it has become possible to model the turbulent process using transport equations derived by the Navier-Stokes equation. There are four main categories of turbulence models:

1. Algebraic (zero-equation) Models
2. One-Equation Models
3. Two-Equation Models
4. Second-Order Closure Models

By definition, an n-equation model signifies a model that requires solution of (n) additional differential transport equations in addition to those expressing conservation
of mass, momentum and energy. Such additional equations are related to the kinetic energy of the turbulent fluctuation \( (k) \), the rate of dissipation of energy in unit volume and time \( (\omega) \) and Reynolds-stress tensor [123].

### 3.5.2.1 Modelling turbulent flow in Fluent

Fluent provides a variety of mathematical models to suit the demands of individual types of problems. The optimal choice of turbulence model will depend on several considerations such as the physics encompassed in the flow, the level of accuracy required, the available computational resources, and the amount of time available for the simulation as well as the capabilities and limitations of the various options.

Turbulence models available in Fluent are [124]:

- Spalart-Allmaras Model
- k-\( \varepsilon \) Models
  - Realisable k-\( \varepsilon \) Model
  - Standard k-\( \varepsilon \) Model
  - RNG k-\( \varepsilon \) Model
- k-\( \omega \) Models
  - Standard k-\( \omega \) Model
  - Sear stress transport (SST) k-\( \omega \) Model
- \( v_z-f \) Model
- Reynolds stress Model (RSM)
- Detached eddy simulation (DES) Model
- Large eddy simulation (LES) Model

Table 3.1 shows the RANS Models with a brief description of their most important features and applications. The RSM model was used in the numerical simulation of the present research.
Table 3.1: RANS turbulence models in Fluent

<table>
<thead>
<tr>
<th>Model</th>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spalart-Allmaras model</td>
<td>One equation model</td>
<td>Designed especially for aerospace applications, involving wall-bounded high speed flow</td>
</tr>
<tr>
<td>Standard k- ε model</td>
<td>Two equation models</td>
<td>Robust. Valid for fully turbulent flows only</td>
</tr>
<tr>
<td>(RNG) k- ε models</td>
<td>Variant of standard k- ε Has an additional term in equation</td>
<td>Capability in modelling highly strained and swirling flows.</td>
</tr>
<tr>
<td>Realisable k- ε model</td>
<td>Variant of Standard k- ε model New formulation for turbulent viscosity New transport equation for ε</td>
<td>Suggested for flows with boundary layers under strong adverse Δp, separation and recirculation.</td>
</tr>
<tr>
<td>Standard k-ω model</td>
<td>Solves for k-ω ω = Specific dissipation rate (ε/k)</td>
<td>Recommended for low-Re flows, for wall boundary layer, and for transitional flows</td>
</tr>
<tr>
<td>(SST) k-ω model</td>
<td>Variant of Standard k- ω model Behaves like k- ω in near wall region Behaves like standard k – ε in the free stream</td>
<td>More accurate and reliable for a wider class of flows, like adverse Δp in aerofoils, transonic shock waves, etc.</td>
</tr>
<tr>
<td>Reynolds stress model</td>
<td>Five equation model</td>
<td>Suitable for complex 3D flows with strong swirl / rotation. Run time and memory intensive</td>
</tr>
</tbody>
</table>

3.5.2.2 RSM model

The RSM accounts for the effects of streamline curvature, swirl, rotation, and rapid changes in strain rate in a more rigorous manner than one-equation and two-equation models, it has greater potential to give accurate predictions for complex flows. It is able to capture complex strains like swirling flows and secondary flows. For swirling flows, such as cyclones, RSM is the only accurate closure.

The RSM closes the Reynolds-averaged Navier-Stokes equations by solving transport equations for the Reynolds stresses, together with an equation for the dissipation rate. This means that five additional transport equations are required in 2D flows and seven additional transport equations must be solved in 3D.
The exact transport equations for the transport of the Reynolds stresses \( \rho \overline{u'_i u'_j} \) may be written as follows:

\[
\frac{\partial}{\partial t} (\rho \overline{u'_i u'_j}) + \frac{\partial}{\partial x_k} (\rho u_k \overline{u'_i u'_j}) = - \frac{\partial}{\partial x_k} \left[ \rho \overline{u'_i u'_j u'_k} + p (\delta_{kj} \overline{u'_i} + \delta_{ik} \overline{u'_j}) \right] + \\
\frac{\partial}{\partial x_k} \left( \mu \frac{\partial}{\partial x_k} \overline{u'_i u'_j} \right) - \rho \left( \overline{u'_i u'_k} \frac{\partial u_j}{\partial x_k} + \overline{u'_j u'_k} \frac{\partial u_i}{\partial x_k} \right) - \rho \beta (g_i \overline{u'_j} \overline{\theta} + g_j \overline{u'_i} \overline{\theta}) + \\
p \left( \frac{\partial u'_i}{\partial x_j} + \frac{\partial u'_j}{\partial x_i} \right) - 2\mu \frac{\partial u'_i}{\partial x_k} + \frac{\partial u'_j}{\partial x_k} - 2\rho \Omega_k \left( \overline{u'_j u'_m} \epsilon_{ikm} + \overline{u'_i u'_m} \epsilon_{jkm} \right) + S_{user} \tag{3.14}
\]

The model was developed from work by P. Chou [125]. In Reynolds Stress Models, the eddy viscosity approach is avoided and the individual components of the Reynolds stress tensor are directly computed. These models rely on the exact Reynolds stress transport equation.

Limitations of RSM include:

- Computational expense
- Sensitivity to initial conditions
- Amount of modelling required
- Requirement of high-quality mesh
3.6 Summary

This chapter describes both the experimental and CFD approaches, along with the methodology to operate them.

Firstly, the experimental techniques were described including the equipment used and their specifications. A wind tunnel with dimensions of 1200*1200 mm equipped with a rotating cylinder with a diameter of 12 mm was used as the test rig. LDV technique for velocity measurements was described.

Secondly, descriptions of the Computational Fluid Dynamics (CFD) techniques and turbulence models used in this work were presented. CFD is presented as an important tool in simulating a variety of industrial process. The main function of CFD is to analyse fluid flows and heat transfer. Fluent ANSYS was used to analyse the flow in the batch annealing furnace.
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Chapter 4

Energy Analysis of the HTCA Furnaces

4.1 Introduction

The increase in the energy prices and the global warming problem have resulted in an increased emphasis on energy efficiency measures. Large energy-consuming industries are interested in energy efficiency to control costs and ensure competitiveness. Government policies are trying to encourage industries to set targets for energy efficiency and establish energy benchmarking [126].

The term of *energy efficiency* refers to using less energy to produce the same amount of services or useful output. Energy efficiency assists industrial companies or facilities in understanding how they use energy and help to identify the areas where waste occurs and where opportunities for improvement exist [127]. It is also considered as one of the key instruments to restrain growing global energy demands and therefore to abate greenhouse-gas emission. The energy benchmarking process involves estimation of the best possible performance for a given process by analysing and comparing the outcomes of the energy efficiency measures. It is a powerful tool to assess a company’s performance relative to that of its competitors.

Cogent Power, one of the largest steelmaking specialised facilities across the UK, is renowned for its high-quality products, although the company appreciates that there is considerable scope for energy efficiency improvements. Cogent pays roughly ~£1M a month on energy consumption, indicating the scope for efficiency improvement. Therefore, this chapter aims to establish the potential for improvement through the analysis of energy consumption in the high-temperature annealing unit, one of the most energy-intensive units in the production route of the grain-oriented electrical steel. The analysis will identify the most prominent contributors to the high energy consumption, as well as establish an energy performance benchmark for the present study.
4.2 HTCA Unit Topology and Monitoring

The HTCA unit at Cogent consists of eight batteries indexed from A to H, Figure 4.1. Each battery contains of four bases (hearts) except battery C, which has only two bases.

The annealing cycle at each base is monitored carefully, by the HTCA monitoring system. The system helps the operators of the HTCA furnaces to be updated of the process status. Figure 4.1 shows, in detail, the status of each charge, though some details have been hidden to protect confidentiality. Some of these details such as cycle no., soaking time and cycle duration are of relevance to energy consumption and productivity statistics. Therefore, these are always recorded and saved in charge history records for every single charge.

![Battery Status](image)

Figure 4.1: Annealing furnaces battery status

Each battery is provided with two power supplies that are indexed (supply A & supply B). The four bases of each battery are competing for only two supplies, except battery C for which the number of supplies is equal to the number of hearths, making it more productive than other batteries. Figure 4.2 shows the number of steel charges that are
processed in the HTCA unit at the different batteries. Battery C had the greatest number of processed steel charges over the time period considered. However, the scheduling of the processes is tailored in accordance with the batteries’ capacity to ensure attaining maximum productivity for all batteries in the HTCA unit.

There are 25 furnaces in use at the HTCA unit, and different furnaces can be applied to different bases. The single furnace can be applied to the following base immediately after being lifted from a completed cycle, unless some maintenance work is required. The continuous use of the furnace before it cools down, could save time and energy required to heat the structure of the furnace including refractory, internal supports, etc. up to the operating temperature [128].

![Figure 4.2: HTCA batteries productivity statistics for the years 2014 to 2016](image)

Figure 4.2 shows the monitoring screen of the four bases in one of the HTCA’s batteries. The four bases are working in a harmony that is when two bases are running the other two bases are either being discharged of the steel coils or being prepared for a new cycle. Once the process ends at one of the occupied bases, the supply can then be reconnected immediately to another base, and a new cycle commences.
4.3 Grain-Oriented Electrical Steel Cycles

Cycles of steel charges are indexed according to the coil material and the strip thickness. The data collected from Cogent Info Hub shows that the cycles which are processed during the period from 2014 to 2016 were DMR01, DMR05, DMR35, NB01, NB02, NB03 and NB06 as shown in the Figure 4.4. Each one of these codes represents a Cogent HTCA cycle that has special annealing requirements for number of heating, soaking and cooling segments, heating rates and gas compositions.

The statistical Figures show that, broadly, the most processed cycles were DMR01, DMR05 and NB02. The steel strip gauge in those cycles are varied; 0.23 mm, 0.27 mm and can reach up to 0.30 mm and 0.35 mm in the DMR05 cycle. Each cycle has specific annealing requirements of number of heating and soaking segments. The main difference between DMR01/DMR05 and NB02 is that the latter is soaked at 1190 °C for 28 hours, whereas the other two cycles are soaked twice, one at 710 °C for 15 hours and another soaking stage at 1190 °C for 28 hours. Figure 4.5 shows the heating cycle of NB02 (top) and DMR05 (bottom).
Hence, some cycles required slightly longer/shorter time than the other HTCA cycles. Any extra hours added to the cycle time by the process system is to compensate any deficiency in the thermal profile.

![Figure 4.4: Cycle production productivity statistics](image)

For a typical annealing cycle, the total heating time is 67-72 hours, total soaking time 28 hours and total cooling time is 33 hours. However, the annealing process sometimes experiences the occurrence of some events that disturb the process, such as failure of the heating element which affects the heating time, and fan failure which affects the cooling time. To examine the effect of various parameters on the energy consumption at the HTCA furnaces, some data was collected and analysed, as shown in the following section.
4.4 Data Collection

The raw data that was collected from Cogent Info Hub represents the daily records of the energy consumption of the eight batteries of the HTCA unit. The data was collected for years; 2014, 2015, 2016 and up to week 22 of 2017.

The daily energy consumption records were first processed to identify a time interval when there is only one charge of steel coils in process at the appointed battery. This task required careful attention, as the data contains some energy overlapping which
causes difficulties in identifying the time interval for a single steel charge, Figure 4.6. The energy overlapping is mainly caused by the short time between two cycles at the same battery, as well as the direct usage of the same supply on another base during the same day, as discussed in section 4.2.

The criteria that were followed to check the samples was the standard duration of the annealing cycle that is 4 to 6 days, thus records for more or less than that period were considered as energy overlapping, Figure 4.6.

After identifying the sample of steel charges from the raw data, another set of data was used to collect the necessary information about every single charge such as charge number, cycle number, furnace number, charge weight and heating and soaking time.

About 300 sample of charges were collected for years 2014, 2015, 2016 and 2017, Figure 4.7, and examined to evaluate the effect of some energy consumption contributors.

Figure 4.6: The daily records of the energy consumption of the steel charges
4.5 Energy Consumption Contributors

Investigating the different process parameters and identifying the parameters that influence energy consumption most, is the first step towards energy saving. This section was devoted to exploring two potential energy consumers namely (i) the charge weight and (ii) the process on-time using the data collected from Cogent Info Hub.

Figure 4.8 shows the distribution of consumed energy (kWh) of HTCA charges during the years 2014 to 2017. Charges of energy consumption 24,000 to 28,000 kWh were considered as outliers and were omitted from further energy analysis. They represent only 1% of the collected charges as well as showing significant differences to values in a range of samples. Furthermore, the omission of the outliers was based on their frequencies over the time interval investigated, where similar values did not appear. The rogue observations were only noted in 2014 and disappeared in the following years of the period covered.
In the following sections, two different energy consumption contributors will be investigated; the charge weight and cycle’s on-time. The coefficient of determination was used to gain insight into the degree of dependency of the energy consumption on the variation of those contributors.

The correlation coefficient ($R^2$) is a key output of regression analysis. It is interpreted as the proportion of the variance in the dependent variable (consumed energy) that is predictable from the independent variable (contributors).

For a linear regression model with one independent variable, $R^2$ can be calculated as:

$$R^2 = \left\{ \frac{1}{N} \sum (X_i - \bar{X}) * (y_i - \bar{y}) / (\sigma_X * \sigma_y) \right\}$$

where $N$ is the number of observations/data, $X_i$ is the $X$ value for observation $i$, $\bar{X}$ is the mean $X$ value, $y_i$ is the $y$ value for observation $i$, $\bar{y}$ is the mean $y$ value, $\sigma_X$ and $\sigma_y$ is the standard deviation of $X$ and $y$ respectively [129].

The value of the coefficient ranges from 0 to 1, when $R^2 = 0$ means that the energy consumptions cannot be predicted from the contributor and vice versa for $R^2 = 1$. A
value between 0 and 1 indicates the extent of which the dependent variable is predictable.

4.5.1 Charge weight

The fuel economy of furnaces is commonly expressed in units of fuel or electrical energy expended to heat a unit weight of load [130]. A significant amount of heating energy is absorbed by the steel coils to achieve the required chemical changes during the heat treatment process. This heating energy is proportional to the charge weight. Therefore, it is considered as a useful energy and is quantified as:

\[ Q = \dot{m} \int_{T_{\text{initial}}}^{T_{\text{final}}} c_p(T) \, dT \]  

where \( c_p \) represents the specific heat capacity of the steel and it is a temperature dependent material properties. For electrical steel with a silicon concentration of 3.15%, the variation of the \( c_p \) value variations with temperature was reported by Buckley [131].

The theoretical energy which is required to heat 70 tonnes of steel to the annealing temperature of 1190°C was calculated using Equation 4.2 and it is roughly equal to 91.84 GJ. During the process, specific flow rates of gases, (H\(_2\), N\(_2\), and 3HN), are regularly added to the furnace at the ambient temperature, therefore heat is required to heat the injected gases. The theoretical energy was calculated based on the change in the gas enthalpies of the entrance state and the final state, which is varied throughout the segments. The total energy to heat the injected gases throughout the annealing process was found to be approximately 1.9 GJ.

A group of steel charges was chosen carefully to investigate the actual dependency of the energy consumption on the charge weight. A potential contributor such as abnormal long cycle time was omitted when selecting the group in order to obtain results as reliable as possible. The cycle time was set to be of a typical annealing process via setting up the soaking time to strictly 28 hrs.
Figures 4.9 and 4.10 show the consumed energy versus charges weight for NB02 and DMR05 cycles respectively. The figures show that it seems hard to predict the amount of energy required out of the charge weight during actual annealing process. For instance there are some charges of high weight consumed less energy than low weight charges. This mainly depends on the conditions of the process and the efficiency of the furnace used during the process.

The values of the R$^2$ coefficient 0.25 and 0.12, suggests that only 25% and 12% of the consumed energy is predictable from the charge weigh for the cycles NB02 and DMR05, respectively.

![Figure 4.9: NB02 charges vs consumed energy](image)
4.5.2 Furnace on-time

The on-time represents the time interval when the furnace is in operation and this includes both heating and soaking segments together. It varies depending on the process conditions, such as cycle’s specific requirements, furnace thermal condition, and any disruptive events occurring during the process. A group of charges of a weight range 70-72 tonnes was selected to examine how far the consumed energy can be predicted from the process on-time. Any disruptive events, which cause long cycle time, were omitted.

The electrical energy \( E \) consumed is proportional to the running time, and can be calculated from Equation 4.3, where \( t_{\text{total}} \) is the on-time and \( P \) is the active power load.

\[
E = P \ t_{\text{total}}
\]  

4.3

It can be seen from Figures 4.11 and 4.12 that generally, the DMR05 cycle takes longer time than the NB02, which is due to the specific requirements dictated by the annealing process for the two cycles as explained in section 4.3.
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It is observed that some charges are showing illogical discrepancies and disagreement with Equation 4.3. Some charges with high on-time consumed less energy than those cycle with low on-time. The coefficient of determination is also showing low degrees of predictions (21% & 4%) of the consumed energy over the cycle on-time 21% & 4%.

The following section will examine one of the most important factors that affect the annealing cycle time significantly. This is the electrical failure of the heating elements.
4.5.2.1 Heating elements of the HTCA furnace

The furnace is equipped with electrical heating elements situated underneath each base plate in the hearth and other elements are attached to the furnace’s internal walls. Figure 4.13 shows the four heating zones of the furnace and their configuration and distribution.

According to the HTCA manufacturer (Almor Group) the existing HTCA furnaces at Cogent have a total connected thermal input of 770 kW gross. Based on a typical efficiency of 97% for the electric resistance heating elements, this gives a total available nett capacity of 747 kW. However, 87 kW nett input is in the hearth of the furnace underneath each coil stack. The heating elements that are located in the base only serve to maintain the refractory material in the base at temperature and applies very little heating to the product coil itself.

The thermal profile of the process is monitored by thermocouples that are permanently installed at the base and the furnace internal walls, Figure 4.13. They are used to measure the temperature of the base plate and the furnace atmospheric temperature at the four different zones.
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The elements work at their upper limit of performance and consequently need close monitoring to ensure they are fit for service. The state of each heating zone and the base is monitored by the HTCA monitoring system to detect any sag or failure in the heating elements during the annealing process. In the example shown in Figure 4.14, zone 4 is experiencing a sag condition during the process and is marked as a “fault”. Any failure happening during the charge is reported in the charge history records.

Figure 4.14: HTCA Charge details as displayed in the furnace monitoring system

Occasionally the elements sag or experience short circuit when the current cannot flow. An electrical failure in the hearth elements is considered more problematic than a wall element failure because a heat loss through the base material refractory will occur. This results in a zone with a deficit of heat which can subsequently mean that the coils in that area are not receiving the correct heat treatment, which affects the final product properties and the process duration, as well as the total energy consumed.

Figure 4.15 shows the energy consumption of steel charges that are annealed in typical annealing conditions in terms of soaking time 28 hr, heating time 67-72 hr and no failure events occurred. The HTCA charge weight was set at 70-72 tonnes.
Although the charges were processed in different furnaces with different efficiencies, the average consumed energy was ~ 42,000 kWh a value that is considered a standard consumption for processing a typical annealing cycle.

Figure 4.15: Energy consumption benchmarking NB02 and DMR05 during a typical annealing process

Figure 4.16 shows an energy benchmarking of the two most produced cycles, NB02 and DMR05. The samples of charges were selected carefully to emphasise the effect of a long process duration on the energy consumptions and how it relates to the events of electrical failure. All the selected chargers were within the weight range of 70-72 tonnes, and had experienced electrical failures in some of the wall and base heating elements and took exactly 36 hours for soaking at 1190 °C. During soaking time, energy is still being consumed both to maintain the soak temperature of 1190 °C and to allow some of the lagging parts of the coils (close to the inactive heating elements) to get to the temperature to the same value as for the high-temperature soak period.

Although the failure in the heating elements, some charges consumed less energy than other charges which had roughly same circumstances. The strong possibility is that the charges were processed in a furnace with a very high performance and low shell losses.
Therefore, the major energy consumer is the long cycle time, which is dramatically affected by the electrical failure in the heating elements. The failure may be due to erosion, hotspots or bad welds. A regular inspection enables the operators to detect any erosion, bad welds or physical damages in the elements in order to prevent any failure during the process. The elements operate at their operating limit and can create local hotspots which due to the lack of convection to take the excess heat away, can lead to element failure. Producing fluid circulation inside the furnace chamber can help in reducing hotspot thus eliminating the occurring of electrical failure.

![Figure 4.16: Energy consumption benchmarking for NB02 and DMR05 during electrical failure](image)

4.6 Thermal Efficiency of HTCA Furnaces

An evaluation of the HTCA furnaces performance presented in this section is based on energy efficiency reports that were carried out in 2013 at Cogent [132]. The reports identified three main factors for the high energy consumption of the HTCA unit:

1. Losses through the furnace outer shell (shell losses)
2. Losses due to maintenance
3. Losses due to long thermal cycling
The design of the furnaces is over 50 years old, and the materials used for the lining allow significant heat loss from the casing. According to the reports, the losses from radiation and convection from the outside surface of the furnace through the completed heating and soaking stages of the annealing cycle was estimated of over 7 GWh per annum for all 25 furnaces. In monetary terms this equates to over £400,000, a figure which may increase with increases in energy prices.

The heat in the furnace at the time it is removed is lost, as it has to be cooled down to make any necessary maintenance or inspection. This has been reported as over 80 MWh per year across all 25 furnaces.

The losses due to long thermal cycling are based on the extra time and therefore energy that is lost when the heating cycle is extended due to open circuits occurring. These direct losses amount to over £50k per annum. This is due to typically an eight-hour extension to the cycle for a base open circuit and a two-hour extension for a zone open circuit.

The following section will focus on the performance of an ideal and actual HTCA furnace, in order to set a clear benchmark of the energy consumption in the HTCA system.

4.6.1 Ideal and actual furnace performance

The ideal furnace was assumed to be a brand new furnace. Unfortunately, the HTCA furnaces supplier Almor Group has never performed an energy analysis on newly fabricated furnaces. Thus, any data/information concerning energy consumption in a new HTCA furnace is not available. Therefore, the performance of an actual HTCA furnace will establish the energy benchmarking in the present study.

Figure 4.17 illustrates an energy flow diagram of a standard HTCA furnace. The energy provided to the furnace is mainly derived from electrical power inputs of about (~95%) and some residual heat (~5%) in the furnace refractory and internal components. During the annealing process, an amount of the heat supplied is lost from the furnace to the surroundings, which is characterised by the shell loss (~10%).
Another energy loss occurs through the heating of the inert gases (~20%), however, these losses have never alerted the total energy consumed during the cycle as the injected gases rapidly become hot when it is inside the sealed charge with the steel coils, inner covers and furnace elements. The remaining energy portion is absorbed by the steel mass and exchanged to achieve the chemical changes for secondary recrystallization within the steel coils, [133].

![Energy Flow Diagram](image)

Figure 4.17: Energy flow diagram for HTCA furnace

Data of actual current records for steel charges were collected to calculate the actual energy consumption using MATLAB R2017a. Unlike the other calculations presented in the previous sections, these calculations focused on a specific HTCA furnace which its performance was classified to be a standard in terms of low shell losses, to establish the energy benchmark for this study. The steel charges were classified as red or green charges. This classification was based on the condition of the process. The charge was described to be a green charge when all the following conditions were fulfilled.

- No open circuits (furnace, base or supply)
- Hydrogen control normal
- Atmosphere pressure normal, 4mBar
- Charge weights similar with 8 positions occupied and top coil weights >7 tonnes
- Soak time 28 hours
- No interruption to charge
- Fan operational during cooling
The calculations showed that the average energy consumption in green charges was roughly 40,000 kWh, whereas, in red charges, that had exclusively experienced open circuit events (i.e. electrical failure) in the furnace heating elements, the average energy consumption was approximately 48,000 kWh. This means that about 8,000 kWh extra was consumed to compensate the thermal deficiency.

The energy consumption can be reduced by eliminating cycle duration. Shorter cycle time can be achieved by eliminating the occurrence of hotspots which are suspected to be the main reason for electrical failure. To achieve this, fluid recirculation needs to be introduced during the annealing cycle. Such fluid recirculation can help in redistributing heat inside the furnace chamber thus preventing the formation of the hotspots.
4.7 Summary

This chapter presents an energy analysis of the HTCA furnace for only the heating segments of the annealing process. Therefore, the energy consumed by the cooling system, including the centrifugal fan and the water pump of the heat exchanger, was not considered.

The data of about 300 charges was collected, processed and analysed to examine the energy consumption in the HTCA furnaces. Two potential contributors to the energy consumption were investigated, namely the charge mass and the furnace on-time.

The largest steel mass, the highest energy required to process it. However, reducing the steel mass to reduce the energy consumption eliminates the unit productivity.

The statistics show that the high on-time contributes more to energy consumption and it was found that the long process duration is mainly caused by the electrical failure of the heating elements during the process. Due to the failure, extra hours are added to the cycle to allow the steel charge to reach the annealing temperature. The failure occurs due to the formation of hotspots because of the lack of fluid recirculation.

A furnace of standard performance consumed approximately 8,000 kWh extra to overcome the thermal inefficiencies in a defective charge due to the electrical failure during the annealing process. Therefore, it is necessary investigating the opportunities of improving the thermal cycle in the HTCA furnace to eliminate the energy consumption via reducing the hotspots and the cycle time.
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Effect of a Rotating Cylinder on the Flow Structure

5.1 Introduction

Cylinders are considered an excellent example of bluff bodies that facilitates understanding of vortex shedding phenomenon and vortex interaction in downstream flow. Good understanding of the phenomena related to these flows could have a considerable impact on the practical applications.

This research is proposing the using of the rotating cylinders to generate fluid instabilities in the HTCA furnace to introduce forced convection in order to overcome the thermal inefficiencies explained in Chapter 4.

This chapter is exploring, experimentally, the technique and its effect on the flow structure. Experimental results for a flow passing a rotating and non-rotating cylinder will be presented. A laser Doppler velocimetry (LDV) technique was used to examine the flow. Velocity profiles of different Reynolds number will be presented; the LDV data was analysed using MATLAB R2017a software to calculate turbulence related parameters such as turbulence intensity.

5.2 Experimental Setup

A laser Doppler anemometer explained in section 3.3, and the test rig described in section 3.2 were used to measure the instantaneous velocity components for a flow passing a rotating and non-rotating circular cylinder. The flow of interest was set at Reynolds numbers of 80, 120, and 160. The non-dimensional rotational rate \( \alpha \) was set at 0 to 6 in step of 2, i.e. with an angular velocity range of \( 0 \leq \omega \leq 1800 \text{ rpm} \).

The experiments aimed at examining the effect of rotation on the flow parameters, such as velocity and turbulence intensity, experimentally using the laser Doppler velocimetry technique.
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The flow velocity was measured along the centreline of the cylinder wake, Figure 5.1. Ten measuring points were obtained, the distance between every two points is 10 mm.

![Figure 5.1: Top view showing the LDV measuring points](image)

Smoke was utilized as a seeding since the densities of the smoke and air are close enough; this allows a good particle suspension. A smoke generator tool was used to generate the smoke, and it was located at the entrance of the wind tunnel so that the smoke particles can accurately follow the flow. The probe was set up at 45° from the horizontal to reduce the dispersion of the laser beams. The range of Reynolds number was chosen for the reason stated in section 3.2. Table 5.1 shows inlet and outlet velocities that are corresponding to the range of Reynolds numbers involved.

Table 5.1: Test parameters, inlet Re is based on cylinder diameter

<table>
<thead>
<tr>
<th>( V_{\text{out}} ) (m/s)</th>
<th>( A_{\text{out}} ) (m²)</th>
<th>( V_{\text{in}} ) (m/s)</th>
<th>( A_{\text{in}} ) (m²)</th>
<th>( \text{Re}_{\text{in}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.78</td>
<td>0.0225</td>
<td>0.0975</td>
<td>0.18</td>
<td>80</td>
</tr>
<tr>
<td>1.17</td>
<td></td>
<td>0.14625</td>
<td></td>
<td>120</td>
</tr>
<tr>
<td>1.56</td>
<td></td>
<td>0.195</td>
<td></td>
<td>160</td>
</tr>
</tbody>
</table>

All the test was repeated twice, and the average was reported in this chapter.
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5.3 Results and Discussion

5.3.1 Velocity components

The LDV technique measures the velocity of each particle passing the probe volume at a specific point in the flow field over a specific time interval. Therefore the velocity at that point can be obtained by calculating the mean value of the recorded velocities. In the present study, the stream-wise (u) and cross-stream (v) velocity components were both measured using the LDV technique. Then the resultant velocity was measured using Equation 5.1, [134].

\[ V = \sqrt{u^2 + v^2} \]  

5.1

Figures 5.2 to 5.5, show (u) and (v) velocity components as well as their resultant velocity at the ten measuring points over the rotating cylinder shown in Figure 5.1.

Figure 5.2: Velocity profiles (u, v and resultant velocity) at alpha=0, Re=80,120 and 160
In the different cases, the effect of the cylinder can be examined by tracking the behaviour of \(u\) component patterns particularly at the locations near the cylinder. The stream-wise velocity component seems to decrease at locations 3, 4, and 5, due to the development of the boundary layer and the occurrence of the reverse flow caused by the cylinder’s rotation [42].

The distinct behaviour of the cross-stream velocity \(v\) component in all cases is almost the same; some sharpness in the velocity profile can be noticed at location 3 in those cases of rotating cylinder. This is due to the location of point 3 in the zone where the flow and the cylinder surface meet, stagnation point. Additionally, as they become close enough, fluid elements approaching the cylinder straight on begin to slow.

The decrease in velocity at location 3, can be attributed to the increase of the boundary layer thickness due to the rotation and the shifting of the stagnation and separation points as shown in Figure 2.4, [42]
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Figure 5.4: Velocity profiles (u, v, and resultant velocity) at alpha=4, Re=80, 120, and 160.

Figure 5.5: Velocity profiles (u, v, and resultant velocity) at alpha=6, Re=80, 120, and 160.
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The negative values of the \((v)\) component observed in Figure 5.3 are due to the motion of the flow mass in the opposite direction relative to the main flow. During cylinder rotation, the top attached fluid layer travelled against the main flow direction due to the centrifugal force while the lower layer is moving with the main flow.

5.3.2 Turbulence intensity

The most remarkable characteristic of the turbulent flow is the existence of eddies in various scales where energy is stored. They produce unsteadiness to the majority of the flow features. Since all turbulent flows consist of fluctuations of velocity superimposed on the main velocity, the root mean square value of the fluctuations gives a quantitative measure of the turbulence strength.

The turbulence intensity is a scale characterising the strength of the turbulence, and it is expressed as a percentage \(\%\). Turbulent eddies create fluctuations in the flow velocity, and both are varying in time due to the eddies continuous development. The turbulence intensity, in general, increases as Reynolds number increases, i.e. when the turbulent flow exists. Because the turbulent motion is associated with the random nature of the eddies, the turbulent flow can therefore be characterised by the mean values of flow properties \((u, v, w, p\) etc.) and some statistical properties of their fluctuations \((\hat{u}, \hat{v}, \hat{w}, \hat{p}\) etc.), this phenomena is known as Reynolds decomposition \([17, 111]\). Figure 5.6 shows velocity components of turbulent fluctuations.

![Figure 5.6: Recorded velocity fluctuations of a turbulent flow](image)
The frequency with which the fluctuations at a particular point change sign is an indication of the size of the eddies and therefore of the scale of the turbulence.

In practice, the measured velocity records are a series of discrete points, \( u_i \), Equation 5.2.

\[
u_i = \bar{u} + u'_i
\]

And \( u'_i = u_i - \bar{u} \)

Where \( u' \) is the turbulent velocity fluctuations at a particular location over a specified time period. The root- mean-square (RMS) of the perturbation component can be calculated as shown in Equation 5.4.

\[
u_{RMS} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (u'_i)^2}
\]

and \( \bar{u} \) in Equation 5.3 represents the average velocity at the same location over a same time period, Equation 5.5.

\[
\bar{u} = \frac{1}{N} \sum_{i=1}^{N} u_i
\]

Where \( N \) is the number of samples recorded by the LDV measuring volume (velocity tracers), \( i = 1, \ldots, N \). The turbulence intensity can then be calculated at each measuring point as:

\[
\text{Turbulence intensity (T.I.) \%} = \frac{1}{\bar{u}} \sqrt{\frac{1}{N} \sum_{i=1}^{N} u'_i^2}
\]

The raw velocity time-series data obtained from LDV measurements were digitally analysed and transformed using Fourier Fast Transform (FFT) into the frequency domain signal. Then the frequency spectrum of the noisy velocity signal was filtered out through low-pass filter (LPF) approach to obtain a “chopped” spectrum, which was then transformed back into the time domain to give the turbulent signal from which the turbulent intensity is calculated \[135\]. The calculation process is shown
schematically in Figure 5.7, the processes were performed using MATLAB R2017a software, Figure 5.8.

Figure 5.7: Fourier transforms calculation procedure

Figure 5.8: MATLAB Fourier transforms outputs
Figure 5.9 shows the turbulence intensity distributions calculated upstream and downstream of the rotating and non-rotating cylinder. A non-rotational rate of $\alpha = 4$ was chosen because it is the rate at which the classical Karman vortex street is expected to dissipate [52].

In non-rotating cylinder condition (A), the turbulence intensity increases as the flow moving downstream, due to the vortex shedding activity in the wake of the cylinder. Whereas in rotating cylinder with a rotational rate of $\alpha=4$, Figure 5.9, B, the effect of the cylinder’s rotation can be observed clearly. The vortex shedding is suppressed in the downstream flow under the effect of the cylinder rotation results in less turbulence in the downstream flow [65].

The turbulence intensity values were higher at the upstream flow than the downstream, Figure 5.9, B. That is because of the velocity differences, with respect to the free stream flow, on both cylinder’s sides, as the bottom flow mass is moving with the main flow direction and the top fluid mass against it owing to the cylinder counter-clockwise rotation.

Due to the differences in velocity, it is expected more turbulence would be generated in the upstream flow because of the clash of the main flow mass with the reversed fluid mass induced by the cylinder inertial forces.
Figure 5.9: Turbulence intensity values at Re=80, 120, and 160. At alpha =0 (A) and 4 (B)
5.3.3 Strouhal Number

Further FFT analysis was performed to determine the peak frequencies of the recorded signal, Figure 5.10, at point 4 for rotating and non-rotating cylinder’s conditions [23]. The frequency signal is an indication to the generation of the vortices. The results contributed to the calculations of the Strouhal number, St [136].

![Figure 5.10: Data collected at point 4 and alpha=4. Left: the time evolution of the x velocity component. Right: frequency spectrum of the velocity signal.](image)

In fluid dynamics, the dimensionless number, Strouhal number (St), represents a measure of the ratio of the inertial forces due to the unsteadiness of the flow or local acceleration to the inertial forces due to changes in velocity from one point to another in the flow field. It describes the oscillating flow mechanisms. It is often given as:

\[ St = \frac{fD}{V_{in}} \]  \hspace{1cm} 5.7

Where \( f \) is the vortex frequency, D is the cylinder diameter and \( V_{in} \) is the flow velocity. The variation in Strouhal number is associated with the changes in the flow structure. From Equation 5.7, it can be concluded that Strouhal number decreases with increasing the flow velocity (i.e. Reynolds number).

Figure 5.11, shows Strouhal number plot against different Reynolds numbers, Table (5.1), for a rotating and non-rotating cylinder of a diameter =12 mm. At alpha=0, St decreases with increasing Re, which agrees with the predictions based on Equation 5.7. At alpha=4, Strouhal number increases with increasing Reynolds number, which agrees with the findings by Bard et al. [137]. The increase could be attributed to the
effect of the cylinder rotation on the flow topology near the cylinder; this is showing a discrepancy with Kumar et al. [52] who found a decreasing trend of St with respect to the cylinder rotation at Reynolds number of 200, 300 and 400. The decreasing trend of St at $\alpha = 2$ and 6, seems to support the assumptions by Bader et al. [137], that St is nearly independent of $\alpha$ at flow of a range of $60 \leq Re \leq 200$.

Figure 5.11: Strouhal number as a function of Reynolds number, at alpha=0, 2, 4 and 6
5.4 Summary

A flow passing a rotating and non-rotating cylinder was investigated experimentally. Three Reynolds numbers were investigated which are 80, 120 and 160. The cylinder’s non-dimensional rotational rate was 2, 4 and 6. The new experimental data of the velocities, turbulence intensities and Strouhal number, could offer opportunities for validations of the numerical investigations on such type of flows.

The experiments were performed using a wind tunnel test rig. The technique of Laser Doppler Velocimetry (LDV), was utilised to measure the instantaneous velocity components in cylinder’s wake region and the upstream flow region.

The velocity charts show that the velocity profile is slowing down as the flow approaching the cylinder. Due to the rotation, the fluid velocity in the upstream region is decreasing as it is exposed to pressure gradients due to the formation of the boundary layer.

The results of the turbulence intensity provide quantitative insight into the effect of rotation on the flow. The turbulence intensity results show that the turbulence strength decrease in the wake region of the rotating cylinder at rotational rate $\alpha =4$ and Reynolds number 80, 120 and 160. This is due to the vortex suppression and the change in the flow structure near the cylinder represented by the velocity gradients on the top and bottom side of the cylinder.

The results of Strouhal number show independence to the cylinders rotational rates within the range of Reynolds number chosen for these experiments, and St value decreases with increasing the Reynolds number of the flow.

The technique of rotating cylinders is proposed in this study to generate fluid mixing inside the HTCA furnaces, this is because of its capability of generating turbulence within the fluid domain due to the effect of rotation and the continuous growth of the fluid viscous layers on the surface. The following Chapter investigates, numerically, the use of the technique in the HTCA furnaces.
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Rotating Cylinders Technique for Flow Generation

6.1 Introduction

The annealing process in the HTCA furnaces experiences some thermal inefficiencies represented by the formation of hotspots as stated earlier in chapter 4. The heating elements operate at their operating limit and can create local hotspots which sometimes lead to element failure.

When one of the heating elements fails, the remaining zones will need to work harder to try to deliver the requested thermal cycle. Because of the lack of fluid recirculation, to transport the excess heat away, the areas close to the active heating elements receive a great amount of energy by radiation and become hotter than the areas near to the inactive heating zone, which are relying only on some convection induced by the buoyancy forces from areas nearby. The situation gives rise to formation of the hotspots and further issues such as non-uniform properties of the steel coil.

Therefore, in this chapter, the rotating cylinder technique was explored as an option to generate beneficial flow inside the annealing furnaces. This proposed technique was investigated numerically using the CFD approach outlined in Chapter 3 to appraise its effectiveness in producing fluid flow inside high-temperature furnaces.

6.2 The Proposed Technique- Rotating Cylinders

To overcome the stagnate nature of the HTCA furnace, which is caused by the long operation conditions and space limitation, fluid recirculation needs to be introduced inside the furnace chamber to enhance the gas mixing and thus promote forced convection during the annealing process.

The rotating cylinder technique has been investigated widely as a flow controller and turbulence generator in a variety of engineering and scientific applications such as viscosity determination devices, biological applications, reactors for sea water
distillation and flame stabilisation (see section 2.5). Therefore, the present study proposes the use of this technique to produce fluid recirculation inside the HTCA furnaces.

The technique was investigated numerically a CFD approach, with the commercial software ANSYS/Fluent. The furnace with internal dimensions as shown in Figure 6.1 was simulated.

![Figure 6.1: The furnace fluid domain](image)

The rotating cylinders are installed inside the furnace chamber. Six different cases of cylinder arrangements inside the furnace were investigated, from which the optimal layout which offers the best gas recirculation can be selected. Due to the relatively large scale of the furnace, more than one cylinder is used to ensure sufficient flow recirculation throughout the furnace. The internal size of the furnace and the process equipment layout, as well as the limited space available, were all considered when selecting the cylinders dimensions and locations.

In the Layout 1 (Figure 6.2), six cylinders were installed vertically in the base of the furnace close to the heating elements where hotspots usually form. Installing the cylinders in such a way inside the furnace can circulate the atmospheric gas that is injected through the pipes located in the base. The number of cylinders in Layout 2 was reduced and the cylinders at the corners were removed. From a practical
standpoint, the cylinders at the corners are more exposed to damage when placing the furnace on the base.

![Layout 1 and Layout 2](image)

Figure 6.2: Schematic diagrams of Layouts 1 & 2

In Layouts 3 and 4 (Figure 6.3), the cylinders were installed horizontally at the top of the furnace container. During the heating process, the atmospheric gas becomes hot and rises to the top of the furnace due to the buoyancy forces and the differences in densities. Therefore, locating the cylinders horizontally at the top can convert some of the energy of the raised gas to a turbulent motion due to the cylinders’ rotation, thus creating a fluid circulation.

![Layout 3 and Layout 4](image)

Figure 6.3: Schematic diagrams of Layouts 3 & 4
Some modifications on the furnace geometry were suggested as presented in Layout 5 & 6. The modifications were some enlargement on the furnace chamber so that the cylinder can be installed above the inner covers, represented in Layout 6 (Figure 6.4). The extra enlargement in Layout 5 was based on performing some variation to the containers without having to change the base. This way, if the cylinders posed a problem, the enlargement could be removed and sealed without major complications. Also, the volumetric region currently allocated for gas recirculation would not be reduced (as with all the previous cases) but increased. Therefore, this configuration was recommended by the industrial sponsors for analyses.

As the heating elements are distributed on the furnace wall symmetrically, the temperature provided to the furnace was assume to be uniform across all surface boundaries, hence the direction of rotation is arbitrary. However, the majority of previous studies e.g. [23, 138] have chosen a counter-clockwise rotation and for consistency and comparison counter-clockwise has been chosen in this thesis.
6.3 CFD Simulation of HTCA Furnace

In the present chapter a primary model was created to test the validity of the proposed technique in the HTCA furnaces. The model has focused on simulating the rotating cylinders inside HTCA furnace at high temperatures and for one specific atmospheric.

Modelling a rotating cylinder in quiescent fluid domain as in HTCA furnace is a hard task. This is mainly because the volume of the fluid continues to grow within the fluid domain. Therefore, some assumptions were made to make this task less complicated, as will be shown in the following subsections.

The model passed through several stages of modifications and development to reach the final model employed for this study. Starting by understanding the physical phenomena associated with the problem and identifying the relevant system boundaries were the initial tasks performed through this work. Then, changes in mesh size (as previously presented), combining not only fluid mechanics but also heat transfer mode (i.e. starting with simple thermal boundary conditions, moving on to complex systems that comprised radiation and eventually convection (both natural and forced) and finally the addition of moving boundaries to simulate the rotation were all progressive steps that needed to be performed to create a close representation of the intended technique. Finally, the development of bespoke User Defined Functions relevant only to this process at Cogent was also attempted through complex data analysis, heat transfer studies, and numerical simulation proficiency. To the knowledge of the author of this work, this User Defined Function (UDF) has never been attempted or documented anywhere else. The reason for this uniqueness is the complexity of this function combined with a bespoke algorithm that can only be employed for Cogent's particular process. Briefly speaking, this process from fundamental understanding to complex development was carried out over the entire duration of the present project.

The main challenge was the solution divergence when the solution experiences some errors due to the successive iterations produce a result that progressively moves away from the true solution. This was resolved throughout intensive examination to the turbulence model utilised to model the process and the boundary conditions as well as the mesh quality.
6.3.1 The computational model

The fluid domain of interest was identified to be the atmospheric gas that occupies the space between the internal walls of the furnace and the inner covers when the furnace is applied during the annealing process (Figure 6.1). Therefore, the inner covers, the furnace internal walls, and the rotating cylinders were introduced as boundaries of the fluid domain. This assumption saves a considerable amount of computational time and effort.

6.3.2 The physical model

The ANSYS/Fluent solver can model both the cylinder’s rotation and the parameters of the HTCA furnace, such as radiative and convective heat transfer and laminar and turbulent flow. ANSYS physical models allow the user to simulate many aspects of the problem under scrutiny by specifying several models, in this instance heat transfer and fluid flow.

The present model focused on the rotating cylinder in the fluid domain of the furnace, thus particular attention was given to choose the physical model that can capture the effect of rotation on the fluid domain and the formation of the vortices within the fluid domain. In this study, the Reynolds Stress Model was considered. It is the most elaborate turbulence model that Fluent provides. Furthermore, the model enables applying body forces in the form of buoyancy and gravity on the atmospheric gas used during the process. Constants associated with the RSM was assumed to have the default values suggested in Fluent V18.2.

6.3.3 Mesh generation

A three-dimensional model of the furnace fluid domain obtained from SolidWorks was used for the simulation. A hexahedral structured mesh was created using ANSYS mesh generator, Figure 6.5, as it gives fast and stable solutions, and offers more accurate results and a better convergence.

Since the aim of the study was to examine the effect of the cylinders rotation on the fluid domain inside the furnace chamber, the mesh was generated as fine as possible throughout the fluid domain, within the constraints posed by computer resources.
available for the numerical calculations. The fine mesh aims to capture the small changes in the flow variables.

Moreover, there are few zones that received particular attention where the mesh was finer than other regions, such as the cylinders and the furnace wall where the heat sources are located as shown in Figure 6.5, i.e. the z-y plane.

A grid independency analysis was performed in this study by examining the numerical outputs of four meshes with different densities. Table 6.1 shows element number identifier and the cell maximum volume.

The four different meshes were performed on Layout 2. The mesh of 3,905,080 elements was found to be satisfactory in terms of accuracy and calculating time. The same element size was applied to the rest of the configurations. The comparison criteria used for the selection of the best mesh was based on the mean velocity of the flow at location (P3), as shown in Figure 6.7.

Table 6.1: Grid independency test data

<table>
<thead>
<tr>
<th>Grid no</th>
<th>No of elements</th>
<th>Maximum volume</th>
<th>( u ) (m/s)</th>
<th>( \Delta u ) (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>407,790</td>
<td>7.525131e-5</td>
<td>0.0874</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>692,484</td>
<td>3.504943e-5</td>
<td>0.093</td>
<td>0.0056</td>
</tr>
<tr>
<td>3</td>
<td>1,237,720</td>
<td>2.506045e-5</td>
<td>0.0978</td>
<td>0.0048</td>
</tr>
<tr>
<td>4</td>
<td>3,905,080</td>
<td>1.064479e-5</td>
<td>0.1181</td>
<td>0.002</td>
</tr>
</tbody>
</table>
Figure 6.5: Grid generation
6.3.4 Boundary conditions

The initial information related to the annealing process was obtained from the standard operating procedure at Cogent, including the temperature, pressure and the atmospheric gas. Table 6.2 shows the important stages of the annealing process and their operating parameters. The dimensions of the furnace and inner covers were also provided for the modelling purposes.

Table 6.2: Target temperature and gas type at successive stages during the annealing process, *RT= Room Temperature

<table>
<thead>
<tr>
<th>Segment</th>
<th>Process type</th>
<th>Target (°C)</th>
<th>Gas type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Heating</td>
<td>RT* - 640</td>
<td>3HN</td>
</tr>
<tr>
<td>2</td>
<td>Heating</td>
<td>900</td>
<td>3HN</td>
</tr>
<tr>
<td>3</td>
<td>Heating</td>
<td>1050</td>
<td>100% H₂</td>
</tr>
<tr>
<td>4</td>
<td>Heating</td>
<td>1190</td>
<td>100% H₂</td>
</tr>
<tr>
<td>5</td>
<td>Soaking</td>
<td>1190</td>
<td>100% H₂</td>
</tr>
<tr>
<td>6</td>
<td>Cooling</td>
<td>900</td>
<td>100% H₂</td>
</tr>
<tr>
<td>7</td>
<td>Cooling</td>
<td>600</td>
<td>75% H₂, 25% N₂</td>
</tr>
<tr>
<td>8</td>
<td>Cooling</td>
<td>500</td>
<td>3HN</td>
</tr>
<tr>
<td>9</td>
<td>Cycle End</td>
<td></td>
<td>Furnace lift</td>
</tr>
</tbody>
</table>

The rotational Reynolds number was calculated based on the tangential velocity of the fluid particles attached to the cylinder surface \(u_s\), and the cylinder diameter (D), which represents the characteristic length in the Reynolds formula

\[
Re = \frac{\rho u_s D}{\mu}
\]  
6.1
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Table 6.3: Rotational rate, cylinder diameters and the corresponding rotational Reynolds Number, Reₚ

<table>
<thead>
<tr>
<th>Rotational rate</th>
<th>Reₚ</th>
<th>D=100 mm</th>
<th>D=150 mm</th>
<th>D=200 mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>rad/sec</td>
<td>rpm</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>954.93</td>
<td>308</td>
<td>692</td>
<td>1230</td>
</tr>
<tr>
<td>150</td>
<td>1432.39</td>
<td>461</td>
<td>1038</td>
<td>1854</td>
</tr>
<tr>
<td>200</td>
<td>1909.86</td>
<td>615</td>
<td>1384</td>
<td>2461</td>
</tr>
<tr>
<td>250</td>
<td>2387.32</td>
<td>796</td>
<td>1730</td>
<td>3076</td>
</tr>
</tbody>
</table>

Constant wall temperature boundary condition was applied to the furnace and the inner covers walls. The thermal and physical properties of the H₂ gas are varied through the furnace due to the variation in temperature. Therefore, the initial properties were set at the temperature of the annealing process onset (~1000 °C) which were taken from the literature [16], whilst no reactions were assumed. The effect of the injected gas on the fluid domain under the furnace was not considered in this model to examine only the effect of the rotational flows induced by the proposed technique.

The rotating wall boundary condition was used to model the cylinders’ rotation. A right-hand rule was used to identify the rotation-axis direction depending on how the cylinder was installed, i.e. vertically or horizontally. No-slip velocity boundary conditions were applied to all the solid walls of the furnace, inner covers and the rotating cylinders with standard wall functions to solve the near-wall flow. A constant temperature boundary condition was applied on the furnace walls. This is to avoid using transient boundary conditions in the present basic model which develops only steady state calculations.

Therefore, the steady state calculations focused on modelling the furnace when operating with 100% hydrogen as the atmospheric gas and at high temperature of 1190 °C. Some basic transient simulations were also performed to identify trends and will be discussed in the following section.
6.3.5 Development of a transient model

The CFD transient simulations are used to capture some particular data of time-varying flow features that cannot be obtained from the time-averaged solution. Therefore, a transient model was developed to capture the transient fluctuations of the flow velocity in order to measure the strength of the turbulence generated by the rotating cylinders.

When selecting the time step, one must always consider the trade-off between accuracy and computational cost. Smaller time steps will typically yield more accuracy and stability, at the expense of longer run-time and increased computational cost. The time step was selected carefully in order to extracts the data necessary for turbulence intensity calculations. The solution converged at each time step and the approximate computational running time of each case was 200 hrs.

In the transient simulation, unlike the steady state case, the data output/sampling need to be configured before performing iterations. Therefore, data of velocity fluctuations at five different locations were set in advance and saved separately. The development and successful output from a transient model for this problem is an order of magnitude more complicated than for the steady-state case. Hence, it is the intention to provide indicative trends of the transient solution characteristics, and future studies will be required for a more thorough study.

6.4 Results and Discussion

Comparison criteria based on temperature contours and velocity charts in five locations across the model was used to select the optimal cylinder configuration that can generate flow recirculation in a wide space within the fluid domain. Figure 6.7 shows planes and line locations in the absence of the cylinders.

For a reliable comparison, plane (3) which is marked in red in Figure 6.7 was chosen to examine the temperature distribution contours for the cases under investigation. Thus the comparison was from plane to plane rather than the position of the cylinders.
6.4.1 Without using the proposed technique

During the early stages of the annealing cycle, the atmospheric gas enters in a turbulent state, i.e. Re > 10,000, because of the high flow rate \((1060 \, ft^3/hr \sim 0.008 \, m^3/sec)\) at which the flow is injected through the pipes located under the inner covers. However, the flow quickly becomes transitional as its temperature increases, density starts falling, and its velocity decreases as it exits the pipe and expands into the spaces under the inner covers and the furnace. The gas velocity continues to fall as it moves through the fluid domain inside the furnace cavity, (Figure 2.12). The combination of low gas velocity, high temperature and high hydrogen concentration produces a laminar flow for the majority of the annealing cycle.
First, the furnace was simulated when the rotating cylinder technique was not employed. Velocity profiles and temperature contours were obtained for evaluating the gas behaviour under these benchmark conditions.

The temperature contour and the velocity profiles shown in Figure 6.8 and 6.9 respectively, demonstrate the static nature of the atmospheric gas inside the furnace cavity. The temperature gradients between the centre of the furnace and the furnace wall are high which caused by, aside from the domination of radiant heat transfer mode, the stagnant nature of the process and devoid of fluid motion. Whereas the process requires low differences in temperature through the furnace, to avoid undesirable properties of the final product.

The velocity profiles show zero velocity magnitude at the selected locations, which indicates the lack of fluid motion and the absence of the turbulent flow. The lack of fluid motion contributes to increase in hotspot formation, especially during long operation conditions or the failure of one of the heating elements.

![Temperature contour](image)

Figure 6.7: Temperature contour (shown in Kelvin) at plane 3
6.4.2 Implementing the proposed rotating cylinder technique

The aim of using the rotating cylinder is to generate fluid flow inside the annealing furnace during the annealing process, thus introducing forced convection. This would help in minimising the thermal inefficiencies that are usually experienced during the electrical failure of one of the heating elements. Velocity vectors, velocity charts, temperature contours and turbulence intensity were used to set appropriate comparison criteria to evaluate the performance of the proposed technique.

Turbulence in fluid mechanics is characterised by velocity fluctuations of the fluid flow [48], caused by the formation of eddies or vortices. These vortices mix the fluid and enhance convection. The vortices occur due to the continuous growth of the fluid layer around the cylinder under the effect of its rotation. The vortices at various scales develop continuously within the fluid domain and travel to the surrounding areas [17]. Figure 6.10, shows velocity vectors of fluid particles at cylinders rotational rates of 100, 150, 200 and 250 rad/sec.

Figure 6.10 shows the fluid flow induced by the cylinder rotation and the generation of vortices at different scales. At low rotational rate 100 rad/sec, i.e. low rotational Re, the turbulence was very weak in the remote areas near the furnace roof, unlike the case
of high rotational rate where the turbulence, characterised by the vortices, was observed at the same referred area.

Turbulent motion decay is influenced by several processes, including; the removal of the agitation that initially set the fluid in motion, low Reynolds number, and the growth of the spatial structure of the turbulence to the size of its container [139]. The turbulence decay occurs when the unstable eddies break down to eddies of small size, which in turn, also break down to even smaller eddies, until eddies small enough to be dominated by viscous actions are produced; this phenomenon is known as energy cascade. The smallest eddies are hydrodynamically stable, and their kinetic energy is dissipated by friction with other eddies and converted into internal energy.

Figure 6.9: Velocity vectors coloured by velocity magnitude (m/s)
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Therefore, a source of kinetic energy such as; non-uniform mean flow velocity, buoyancy due to density differences, and centrifugal actions due to rotation of the fluid, needs to be provided to ensure turbulence sustainability. The proposed technique of cylinder rotation offers sustained turbulence that can continuously mix the atmosphere gas inside the furnace cavity.

Velocity charts, Figures 6.11-6.14, show fluctuations in velocity magnitude at five different locations across the geometry when using the rotating cylinders. The variation between velocity charts are associated with vortex boundaries. The greatest part of the turbulent kinetic energy is carried by the largest eddies, which characterise the velocity fluctuations and the most active turbulent motions. This means that at a particular location the variation in velocity magnitude depends on the size of the vortex formed at that location due to the amount of stored energy that is proportional to the vortex size. The velocity fluctuations act to transport momentum and heat efficiently [24]. Figures 6.10 and 6.11-14 confirm that turbulence can be sustained within the furnace fluid domain via the technique of rotating cylinders.

It was observed that the resultant velocity increases with increasing rotational speeds due to higher tangential velocity. At the highest rotational rate, inertial forces become dominant to viscous forces, and hydrodynamic turbulence is evident, although using the high rotational velocity rate, the velocity magnitudes seem low. This is due to the low density of the hydrogen at high temperatures, also the large furnace size and the flow constraints imposed by the furnace wall and the inner covers, which slow down the gas velocity and dissipate the turbulence. However, from a practical standpoint, the minimum value of 0.4 m/s seems acceptable in the presence of sustained turbulent fluctuations all around the gas domain.

It was noticed that for those layouts where the cylinders are located vertically on the furnace base, the velocity is higher than those cases where the cylinders are installed horizontally on the furnace. This can be attributed to the cylinder locations near the inner covers and the furnace walls, which hinder the development and the distribution of the vortices and suppress the turbulence, even at high rotational rates. Density fluctuations across the profile also affect this phenomenon, with lower density at the top of the confinement, hence less fluid mass movement around the cylinders. Due to
the adapted feature in Layout 5 and cylinders locations, gas recirculation was weak near the walls at locations P1 & P5. Therefore, Layout 1 seems to be the best regarding mixing enhancement, although Layout 2 is simpler to implement from a practical standpoint.

Figure 6.10: Velocity profiles at rotational rate 100 rad/ sec at locations P1 to P5
Figure 6.11: Velocity profiles at rotational rate 150 rad/sec at locations P1 to P5
Figure 6.12: Velocity profiles at rotational rate 200 rad/sec at locations P1 to P5
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Figure 6.13: Velocity profiles at rotational rate 250 rad/ sec at locations P1 to P5
A typical furnace is designed to deliver an appropriate thermal cycle to the steel charge. However, thermal inefficiencies sometimes occur due to the failure in one of the heating zones, leading to low energy transfers by radiation to the charge and the need for the enhanced convection becomes indispensable.

Figures 6.15 to 6.20 show the temperature distribution contours for the six different layouts at plane 3, (marked in red in Figure 6.7), when using the rotating cylinder technique. The temperature profile was affected noticeably by the rotational flow induced by the rotation of the cylinders, in comparison with the same temperature profile for a case when the technique was not involved, Figure 6.8.

In turbulent flow, particles of fluid which are initially separated by a long distance can be brought close together by the eddying motions. As a consequence, heat, mass and momentum are, very effectively, exchanged. Therefore, turbulent flow promotes diffusivity which is a signature of a mixing. Mixing results from fluctuations interaction of the transport parameters [111, 140].

The convective heat transfer and fluid mechanics are strongly connected. Temperature contours show that the hot gas is going towards the cylinders owing to the action of inertial forces produced by the stirring device movement. Cylinder rotation creates an enhanced thermal profile (i.e. continuously re-distributed) inside the furnace by mixing the gas with different densities due to temperature differences. The redistribution of the atmospheric gas, thus the heat, can be sustained by the rotating cylinders technique even under the long operation conditions of the cycle. Thus, the technique can help in preventing the formation of hotspots.
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Figure 6.14: Temperature distribution contours (shown in Kelvin) for Layout 1 at, A. 100 rad/sec, B. 150 rad/sec, C. 200 rad/sec and D. 250 rad/sec

Figure 6.15: Temperature distribution contours (shown in Kelvin) for Layout 2 at, A. 100 rad/sec, B. 150 rad/sec, C. 200 rad/sec and D. 250 rad/sec
Figure 6.16: Temperature distribution contours (shown in Kelvin) for Layout 3 at, A. 100 rad/sec, B. 150 rad/sec, C. 200 rad/sec and D. 250 rad/sec

Figure 6.17: Temperature distribution contours (shown in Kelvin) for Layout 4 at, A. 100 rad/sec, B. 150 rad/sec, C. 200 rad/sec and D. 250 rad/sec
It can also be observed that for a particular layout the temperature gradients between the furnace wall and the furnace centre decrease with increasing the rotational speed, because of the generation of turbulent flow and the increase in fluid velocity. Turbulent flow is highly diffusive causing rapid mixing and increases rates of mass and heat transfer. This enhances the energy transfer quality by promoting forced convection.

![Temperature distribution contours](image)

Figure 6.18: Temperature distribution contours (shown in Kelvin) for Layout 5 at, A. 100 rad/sec, B. 150 rad/sec, C. 200 rad/sec and D. 250 rad/sec

However, vortex formation in Layout 6 is confined to the top of the furnace, due to the cylinders proximity to the inner cover and the furnace top wall, Figure 6.4, which restrains the development and propagation of the vortex. Consequently, the rotation has a weak influence on the fluid structure in this layout.
Turbulence intensity was calculated in the same way that was described in Chapter 5, using the transient velocity fluctuations data that was obtained from the transient solution for the specific time-interval using Layout 2.

Turbulence intensity values give a clear insight into the level of the turbulence strength. This uniform measurement scale would vary from 0% for an idealised flow with absolutely no fluctuations in fluid speed or direction to 100% for the fully turbulent flows. Turbulence intensity values greater than 100% are possible and can happen when the average fluid speed is small, and there are large fluctuations presented [141].

The turbulence intensity values are varied at the selected locations shown in Figure 6.7. However, the general trend shows that the turbulence intensity increases with increasing the cylinders rotational rate, i.e. with increasing rotational Reynolds number, Figure 6.20.
6.4.3 Rating of the proposed layouts

The layouts were rated based on the CFD results presented in this Chapter, as shown in Table 6.4. The classification was conducted after examination of the velocity charts at various locations and the temperature contours. The layout with highest fluid velocity and best thermal mixing was classified as very good and vice versa. The optimised cylinder configuration is of Layout 1, and further transient analysis concerning the cycle duration of this particular layout is presented in the following Chapter.

Table 6.4: Performance rating of the suggested layouts

<table>
<thead>
<tr>
<th>Layout</th>
<th>Very good</th>
<th>Good</th>
<th>Acceptable</th>
<th>Poor</th>
<th>Very poor</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>✅</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>✅</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td>✅</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td>✅</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✅</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✅</td>
</tr>
</tbody>
</table>

Figure 6.20: Turbulence intensity values at the selected locations of layout 2
6.5 Summary

A numerical investigation was performed using ANSYS Fluent V18.2 to explore the use of rotating cylinder technique in the High-Temperature Coil Annealing (HTCA) furnaces. The aim was to generate fluid flow during the annealing process which would eliminate the formation of the hotspots which occur during the HTCA process.

The technique was appraised empirically by first suggesting six different arrangement, at which the cylinders were installed vertically and horizontally inside the furnace cavity in order to prioritise the best arrangement that can generate fluid recirculation. Four rotational rates were investigated 100, 150, 200 and 250 rad/sec.

The simulations involved steady-state and transient solutions. The presentation of the results was via velocity charts, velocity vectors, temperature distribution contours and turbulence intensity chart.

The results were considered promising as they showed the capability of the technique to produce turbulent flow and generate gas recirculation in the HTCA furnaces. The results also showed that the layouts where the cylinders were installed vertically produced relatively higher turbulence than those layouts where the cylinders were installed horizontally.

The rotational rates of the cylinders have an influential effect on the fluid domain and the turbulence generated. It was noted that the speed of the fluid particles increases with increasing the rotational speed due to the high inertial forces applied to the fluid domain by the rotating cylinders. The turbulence intensity also increases with increasing the rotational rates due to the increase in rotational Re.

The temperature profile presented by the temperature distribution contours showed a noticeable response to both the generated flow and the increase in rotational rates. Therefore, it is shown that the proposed technique can help in generating recirculation and thus help in reducing the formation of the hotspots in batch annealing furnaces. In the following chapter, the potential enhancement is explored further through a bespoke transient model developed for this purpose.
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Transient Modelling for Rapid Heating Process

7.1 Introduction

In this chapter a transient modelling of the heating-up segment is presented. The transient analysis was performed using Layout 1 which was found to be the optimised cylinder configuration in terms of generating better fluid mixing based on the outcomes of the steady state analysis presented in Chapter 6. The objective is to explore the potential enhancement of the proposed technique represented by reducing the cycle duration.

7.2 Heat Transfer Mechanisms in The HTCA Furnace

The predominant heat transfer mechanism in the HTCA furnaces is the thermal radiation emitted from electrically heated wall elements. Natural convection is also present due to the density difference of the atmospheric gas. The inner covers receive heat from the electrical elements and re-radiate it to the coil surface; heat is then conducted through the coil wall to the bore.

Heat transfer in the furnace during heating process is described by the following mechanisms, Figure 7.1:

1. Radiation from the heating elements to the inner cover and base plate
2. Inner cover to coil’s outer diameter by radiation
3. Atmosphere to expose surfaces by convection
4. Outer coil surface to interior by conduction
5. Inlet furnace gas cools expose surfaces by convection
6. Base heating element to bottom coil by conduction

The present research focuses on promoting forced convection in the furnace chamber, i.e. between the inner covers and the heating elements using the proposed technique.
The surfaces that are affected by the forced convection are only the inner covers. This is because the technique is not capable of generating any fluid recirculation inside the inner covers, hence no forced convection is introduced around the steel charge. Therefore, the temperature of the inner cover surface was examined throughout the transient model in this Chapter. The examination included monitoring the inner cover temperature to check if it reaches the target temperature, dictated by the segment’s requirement, in a short time. It was assumed that the time saved during heating-up the inner covers has an impact on reducing the overall cycle time as the following segment could start earlier than in a conventional cycle.

Figure 7.1: Principal heat transfer mechanisms in furnace during heating

Figure 7.2: Schematic of heat transfer mechanisms when using the technique
7.3 Transient Model of The HTCA Heating-up Cycle

In this Chapter an advanced transient model of the rapid heating-up segment of the annealing process is presented. As stated in the previous section, the model focused on monitoring the transient temperature of the inner cover surface when fluid mixing is introduced. Some simplifying assumptions were made to produce simple representation of the present problem.

For instance, taking the advantage of the symmetrical distribution of the heating elements on the furnace wall and the gas inlet pipes on the base as well as the inner covers, the computational model of the present transient analysis was created as an axisymmetric section through the centre of the 3D-geometry of the furnace, Figure 7.3. This eliminates the computational-time for solving the governing equations of a full geometry. Furthermore, the effect of the radiation view factor was assumed negligible and, therefore, the temperature supplied by the furnace to the entire inner cover surface was assumed uniform. This assumption facilitates both; setting up monitoring of the average temperature on the inner cover surface and selecting less expensive radiation model, such as discrete ordinates (DO) model. The effect of the heat from the base on the inside of the inner cover surface was neglected, as most of the heating energy transfers by conduction directly to the base plate and the steel coil stacked in the bottom.

Figure 7.3: A symmetrical computational model of the HTCA furnace with the presence of the cylinders
7.3.1 Physical and boundary condition setup

The transient simulation considered the rapid heating-up segment which is the onset of the annealing process. During this segment, the furnace components and the steel load are heated from the ambient temperature (\(\sim 20 \, ^{\circ}C\)) to a temperature of (640 \(\, ^{\circ}C\)) of total running time of approximately (\(\sim 5 \, \text{hrs}\)). The early stage of the annealing process operates with an atmospheric gas of 3NH mixture, which is a mixture of 3\% H\(_2\) and 97\% N\(_2\). The atmospheric gas is injected to the furnace chamber at a specific mass flow rate in regular periods throughout the segment. The gas enters the furnace at the ambient temperature.

The properties of the gas mixture were calculated as the sum of the values of the corresponding properties of the individual components, multiplied by their mass fraction in the mixture, Equation 7.1,

\[
\phi_n = \sum (x_i \ast \phi_i)_n
\]  

7.1

where, \(x_i\) is the mass fraction of the component \((i)\) in the mixture. The variations in the mixture properties throughout the process were taken in the consideration by applying a piecewise-linear function of temperature for the material properties within Fluent database.

The main boundary conditions were controlled with respect of time by User-Defined Functions (UDFs) written especially for this simulation in C++ programming language using Visual C++ 2010 Express software. The UDF is called by Fluent solver to update the boundary conditions before the next time step of the time-dependent solution. UDFs were devised to control the furnace wall temperature and the inlet gas flow rates, appendix A. The UDFs were tested thoroughly in separate solutions to ensure that they are valid and represent the process boundary conditions. The tests were done by monitoring the coded conditions at their relevant boundaries.

The gas flow rate was obtained from the standard operating procedure provided by Cogent. Data of wall temperature was obtained from thermocouples recording of an actual heating-up process at Cogent, Figure 7.4. In the actual conventional process,
the inner cover heats to the target temperature by the radiation emits from the heating elements taking approximately 5 hours and 27 minutes. The CFD model was created up to the end of the rapid heating up segment and was set to end when the temperature of the inner cover reaches the target temperature of 640 °C. Two different rotational rates of 100 and 150 rad/sec were used.

![Graph](image)

Figure 7.4: Actual temperature records on furnace wall of heating-up segment

### 7.4 Results and Discussion

Figure 7.5 shows temperature profiles of the inner cover surface when using the rotating cylinder at 100 and 150 rad/sec. The temperature profiles were plotted and compared with a data of actual process, Figure 7.4. Due to lack of recorded data of inner cover temperature, it was assumed that the inner cover heats at same time with the furnace wall and both have relatively same thermal profile in a conventional annealing process. This assumption was made based on data provided by Buckley [131], which showed that the temperature profiles of the inner cover at two different locations matched with the furnace wall during the rapid-heating segment, this is because of the well distribution of the heating elements inside the furnace.
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It can be seen from Figure 7.5 that the inner cover temperature reached the target temperature of the segment, i.e. 640 °C, considerably earlier than in the conventional process. As stated in the previous section the solution ended when the inner cover reached the target temperature that was set through the boundary conditions using the UDF. The temperature is expected to increase further as the furnace wall temperature continuous in increasing. Therefore, the segment would need to be rescheduled to consider the savings in order not to heat the product for long time.

![Graph](image)

**Figure 7.5:** Inner cover temperature at 100 and 150 rad/sec.

There was about 1.8 hour saving when using high rotational rate of 150 rad/sec, whereas the amount of time saved when using low rotational rate of 100 rad/sec was approximately 1 hour. The higher rotational rate promoted high fluid velocity which enhanced the convective heat transfer. The convection heat transfer is strongly dependent on the flow velocity, the higher flow velocity the higher heat transfer rate, see Section 2.5. The results presented in Chapter 6 shows that the flow velocity varies through the furnace in an average of 0.43 m/sec at 100 rad/sec and 0.51 m/sec at 150 rad/sec.
Figure (7.6), shows the flow instantaneous path-lines inside the furnace coloured based on the temperature values at early stage of the heating process. The figure shows the fluid layers induced by the rotating cylinder. The stream lines at different temperatures indicates the fluid mixing and the energy transfer between the furnace wall and the fluid, and between different layers of the fluid domain itself. The heat then transfers from the fluid to the inner cover, promoting a forced convection.

Figure 7.6: Flow path-lines coloured by the value of static temperature
7.5 Summary

A transient model of the heating-up segment of the annealing process was presented in this chapter. User-Defined Functions relevant only to this process was presented through complex data analysis and C++ coding proficiency. The model looked at the heating segment of which the target temperature is 640 °C and the process atmospheric gas is 3HN. The rotating cylinder were set at 100 and 150 rad/sec in two separate solutions and the results were compared against actual process data.

There was about 2 hours saving in the segment time when applying a high rotational rate of 150 rad/sec whereas about 1 hour saving for the low rotational rate. According to this saving the segment duration can be, therefore, re-scheduled in the actual process in order to prevent product overheating during the segment.

The predictions for time reduction and cost-saving shown in the following chapter are based on the time saving obtained when using the cylinders at the heating-up segment of the 640 °C peak in the transient model, presented in this chapter, and on a theoretical assumption of eliminating the occurrence of the electrical failure, when using the cylinders during the full annealing process.

The numerical investigation presented in this study showed that the technique is capable of both; generating fluid mixing and producing forced convection which speeds the heating time of the inner cover.
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General Discussion

8.1 Overview

Production of electrical steel requires large amounts of energy due to processes that add high value to the basic raw material; steel sheet. Recent years have seen a worldwide change in the environmental policy towards integrated pollution prevention and energy consumption. These policies have focused their attention on energy-intensive industry with the aim of reducing energy consumption in order to mitigate greenhouse gas emissions. Legislations to reduce energy use in the commercial sector was introduced in the UK. The impact of this legislation will affect the British industry, pushing it towards greener technologies in order to meet the government’s binding targets on emission reductions.

One of the most energy-intensive processes utilised in the production of the electrical steel is the high-temperature coils annealing process. This study was devoted to investigating the opportunities of improving the thermal cycle in the high-temperature coil annealing furnaces. The study aimed at developing convection during the process by promoting fluid recirculation, thus providing better fluid mixing and reducing the process duration. An unconventional technique that has never been utilised in such application in industrial furnaces was proposed; that is the rotating cylinders technique.

8.2 General Evaluation of The Proposed Technique

In this study, a rotating cylinder technique was proposed as an alternative to the conventional techniques that are usually used to generate fluid flow, such as impellers. The limitations of using other conventional devices in the high-temperature annealing furnaces are represented by the space limitation and the high cost of using super-alloy construction materials to cope with the elevated temperatures and to be easily manufactured to a shape of blades. The simple geometry of the cylinder make its
manufacturing out of, for instance, ceramic materials less complicated. Ceramic materials have a long history of effective use in many applications due to their hardness, stiffness, strength, resistance to corrosion, resilient to oxidation and deterioration at elevated temperature. Continuous fibre ceramic composites (CFCC) [142] or ceramics such as Alumina (Al₂O₃) and Silicon Carbide (SiC) [143] are the popular material of choice, for instance in burners, because of their high melting temperatures [144].

It is a challenging task to accommodate the cylinders inside the inner covers to generate fluid recirculation due to the space limitation. Furthermore, due to the process requirement of settling the inner cover in a sand seal to maintain certain pressure inside the covers, the range of the flow circulation cannot exceed the inner covers wall. Thus, the limitation of the technique is that not providing any fluid recirculation inside the inner covers, hence there is no change in the heat transfer mechanisms (discussed in Chapter 7) inside the inner covers. This would need to be considered for further investigation on the improvement of the HTCA technology.

The technique provides sustained turbulence, thus fluid mixing, within the fluid domain. However, it cannot provide the maximum mixing in some layouts, e.g. Layout 6 and 4, unless using high rotational rates, i.e. high rotational Reynolds number. This would be of great challenge when implementing it as it will require continuous inspection and maintenance to the cylinder’s shaft and motor assembly as well as building the cylinders of materials that can cope with the high-rotational rates.

In the layouts where the rotating cylinders were installed horizontally in the furnace, the effect of fluid circulation is low especially in the gaps between the inner covers. The fluid velocity was low at these locations (≈ 0.4 m/sec) as shown in the velocity charts, Chapter 6. To generate better fluid mixing in the space between the inner covers a large number of cylinders must be used so that a pair of cylinders can be located between two successive covers. In this regard, and based on the fluid velocity achieved at the referred locations, Layouts 1 & 2 are the best options.

The design of Layouts (1&2) is relatively simple for implementation as they do not require any modifications in the furnace i.e. enlargement, see appendix B.
Furthermore, there is a flexibility in selecting the vertical cylinder’s height, whereas in the horizontal cylinders was limited due to the inner covers location. The horizontal cylinders are less durable as the high temperature and the gravity effect can lead to bending of the cylinder’s geometry.

The cylinders in the base of the furnace can be monitored more easily by the HTCA operators during the packing process of the furnace using the head crane, whereas the horizontal cylinders are more exposed to be damaged when fitting the furnace on the base with the existence of the inner covers. Furthermore, the inspection and maintenance process of the horizontal cylinders could be a cumbersome task, because of their location. This would cause a delay in the production process as the furnace cannot be used on a ready charge, as it has to cool down for the inspection purposes.

Layout 6 was suggested in order to increase the convection at the top of the furnace. This can create a thermal balance between the top of the furnace and the base, which experiences heat accumulation due to the extra heat coming from the base heating elements. However, this layout requires using, exclusively, high rotational rates to overcome the flow’s restrictions represented by the inner covers and the furnace roof. Moreover, it requires some enlargement of the furnace to accommodate the cylinders above the covers. Therefore, Layout 5 and 6 would not be recommended for implementation due to the high cost and engineering difficulties associated with re-building the furnace geometry and the lining. Table 8.1 shows the criteria that were used to make the decision over the optimised cylinder configuration.

Table 8.1: Practicality rating of the suggested layouts

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Lay. 1</th>
<th>Lay. 2</th>
<th>Lay. 3</th>
<th>Lay. 4</th>
<th>Lay. 5</th>
<th>Lay. 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Availability</td>
<td>+++</td>
<td>+++</td>
<td>+++</td>
<td>+++</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Ease of implementation</td>
<td>+++</td>
<td>+++</td>
<td>-</td>
<td>-</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Ease of maintaining</td>
<td>+++</td>
<td>+++</td>
<td>---</td>
<td>---</td>
<td>+++</td>
<td>---</td>
</tr>
<tr>
<td>Reliability</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Temperature uniformity</td>
<td>+++</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>---</td>
<td>---</td>
</tr>
</tbody>
</table>

(+++) High  (+-) Moderate  (---) Low
Chapter 8: General Discussion

The reliability of the majority of the layouts was rated as moderate because of the limitations of the technique itself. Layout 1 can deliver the best benefit to the current situation. The distribution of the cylinders inside the furnace in this layout creates enhanced fluid mixing and gas flow within most of the fluid domain inside the furnace. The cylinder position close to the heating elements can eliminate the occurrence of the hotspots. This alone could save the HTCA process a two-hour extension added to each defective charge by the process computer for a zone failure.

8.2.1 Comparison of the proposed technique and other options

The fan has always been the best option to be considered for generating fluid flow, it is more reliable than any other alternatives. The current HTCA furnace is equipped with a centrifugal fan attached to the furnace and connected with a water-cooled heat exchanger. The fan is used only during cooling process when the hydrogen concentration is very low. The fan takes the hot gas out through the outlet pipes, (see Figure 2.11), and force it to pass through the heat exchanger before returning the gas to the furnace chamber through the inlet pipes. Theoretically, the fan can be used during the rapid heating stage when the temperature arises from the ambient temperature to the lower soaking temperature of 850 °C. For several reasons the fan cannot be used beyond this limit, for example the fan material quality limitation.

Research by Buckley [131] suggested using an impeller to produce convection in the furnace and around the steel coils, however, the study focused, mainly, on radically modifying the furnace design. The furnace redesign would work at the time of Buckley’s research because the coil diameter was about 60% smaller than the coil that is processed at Cogent in the present time. The proposed re-design of the HTCA furnace enables installing an impeller in the base more easily.

The present study considered the challenge at the current furnace configuration and the space limitations of the furnace and the base, thus, installing an impeller is not possible. Due to all the above challenges associated with using a fan/impeller, this option was not approved by the industrial sponsor represented by Cogent, see appendix C, and thus, it was not considered for further investigation in the present study.
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8.3 Energy Analysis and The Expected Benefit

After a comprehensive evaluation of the proposed layouts based on their practicality and the results presented in Chapter 6, it was decided that the optimal cylinders design is Layout 1, a layout with six cylinders of 200 mm in diameter installed vertically in the base. Therefore, other layouts were omitted during energy analysis process presented in this section.

By preventing the occurrence of the hotspots via generating better fluid mixing, the annealing process will experience no events of electrical failure, unless other physical problems/damage exist in the heating elements themselves. Thus, the process will eliminate the extra two-hour-extension of the full cycle time for the element failure, and save about ~16% of the consumed energy per charge (when saving the extra kilowatts that are consumed to overcome the electrical failure). Another potential benefit is represented by the removing purchase and maintenance costs for the inner covers when they deform due to the hotspots formation.

The results showed that with presenting forced convection around the inner cover about ~2 hour was saved out of the segment total time. Based on the standard energy consumption at Cogent, 1 hour saving in time is equal to ~400 kWh saving in energy. Simple payback calculation is presented in Table 8.2, the calculations are based on the time saved during the first heating segment of the annealing process.

The cost of the first implementation (£185k) is considerably expensive as it is the first ever implemented, thus further implementations are expected to be cheaper.
### Table 8.2: Payback analysis

<table>
<thead>
<tr>
<th>Detail</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electricity tariff [145]</td>
<td>13p/kWh</td>
<td>ex VAT</td>
</tr>
<tr>
<td>Target weeks/year</td>
<td>54</td>
<td></td>
</tr>
<tr>
<td>Target cycles/week</td>
<td>1</td>
<td>Assuming one charge/week</td>
</tr>
<tr>
<td>Target hours/cycle</td>
<td>1.8</td>
<td>Saved from 1st segment</td>
</tr>
<tr>
<td>kWh saving/charge</td>
<td>720</td>
<td></td>
</tr>
<tr>
<td>kWh saving/year</td>
<td>38880</td>
<td></td>
</tr>
<tr>
<td>Monetary savings/year</td>
<td><strong>£5054</strong></td>
<td></td>
</tr>
<tr>
<td>kWh added/charge</td>
<td>8000</td>
<td>During electrical failure</td>
</tr>
<tr>
<td>kWh saving/year</td>
<td>432000</td>
<td>Estimated from elimination of failure</td>
</tr>
<tr>
<td>Monetary saving/year</td>
<td><strong>£56160</strong></td>
<td></td>
</tr>
<tr>
<td>Total estimated savings</td>
<td><strong>£61214</strong></td>
<td></td>
</tr>
<tr>
<td>Modified unit cost</td>
<td>185,000</td>
<td>Estimated</td>
</tr>
<tr>
<td>Simple payback</td>
<td>3</td>
<td>Years</td>
</tr>
</tbody>
</table>
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9.1 Conclusions

The main conclusions of this study can be summarised as follow:

- Using a simple analysis, it was shown that the HTCA furnace with a standard performance consumed approximately 8000 kWh extra energy to compensate the thermal inefficiency during a single charge when an electrical failure occurs.

- Fluid recirculation needs to be generated in the annealing furnaces to eliminate the formation of hotspots, which are the main cause of electrical failure. Fluid recirculation promotes convection and thermal diffusivity within the atmospheric gas in the furnace chamber, thus developing better fluid mixing and energy transfer.

- A technique of rotating cylinders was proposed to generate fluid recirculation inside the HTCA furnaces. It has been shown experimentally the potential to influence the fluid structure and generation of instabilities.

- Numerically, the proposed technique of the rotating cylinders showed the capability of generating turbulence and fluid recirculation in the HTCA furnaces. The fluid recirculation is sustained as long as the cylinder is in a rotation.

- The technique has some limitations such as, it cannot generate fluid recirculation around the steel coils. Another limitation is represented by the requirement of high-rotational rates, in some layouts, to generate the desired fluid mixing.
Furthermore, the cylinders arrangement could be sometimes a challenge from an engineering standpoint due to the nature of the HTCA technology which has limited the flexibility of installing the cylinders inside the furnace.

The optimal cylinder configuration from the six proposed, is Layout 1, which is more practical than the others and best option to generate fluid mixing near the heating elements due to the cylinders’ location near to most of the heating elements (i.e. the critical hot-spot areas).

The transient CFD model demonstrated that the proposed technique helped reduce about 2 hours of the heating-up segment time through improved convective heat transfer.

The estimated annual savings when using the rotating cylinders technique is £61k per annum, giving an estimated payback period of about 3 years.

### 9.2 Future Recommendations

The outcomes and findings of this study could open new horizons of developing the performance of the thermal cycle of the HTCA process and tackling the issue of the hotspots. Some other relevant investigations that could not be covered in this study need to be taken in the consideration. This includes:

- It is recommended conducting further transient modelling studies to cover more range of furnace operations. This requires writing very complicated C++ codes to set the transient boundary conditions, including the compositions of the atmospheric gases and their flow rates during the different segments. This is particularly important when two different gases with different flow rates are injected separately during a single heating segment.

- This study suggested using ceramic materials to build the cylinders because of their excellent performance at high temperature. However, an intensive investigation should be carried out using cylinders made of a range of materials exposed to high-temperatures and rotate at high rotational rates to select the material that has the
best durability in such environment of high stresses and elevated temperatures. This investigation was not in the scope of the present study and it is important if the rotating cylinders technique is implemented in the actual furnaces.

➢ Building a laboratory demonstrator that could simulate the furnace’s fluid domain and the rotating cylinders technique in order to test, experimentally, the validity of the proposed technique;

- A high-speed camera and LDV technique could be used to examine the flow topology around the cylinders and the fluid domain in the surrounded area. The demonstrator should, then, be built of Perspex sheets to allow optical access.

- White fused alumina micro-EK micro F 1000 could be used for seeding the fluid to facilitate the examination with the LDV technique.

- Helium can be used as the working fluid inside the demonstrator enclosure. It is a good candidate for an alternative to H2 and 3HN because it has similar mechanical properties such as density and dynamic viscosity.
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User Defined Function (UDF); transient temperature, transient mass flow rate.

/************************************************************************/
/* UDF adapted by Oula Fatla       */
/************************************************************************/

/************************************************************************/
/* UDF written for use with Fluent V18.2       */
/************************************************************************/

/************************************************************************/
/* UDF need to be compiled to create a shared library in Fluent   */
/************************************************************************/

/************************************************************************/
/* UDF to set the transient boundary conditions       */
/************************************************************************/

#include "udf.h"

/************************************************************************/
/* UDF for specifying a transient wall temperature boundary condition */
/************************************************************************/

DEFINE_PROFILE(unsteady_wall_temperature, thread, position)
{
    face_t f;                       /* Face data type */
    real t = CURRENT_TIME;
    begin_f_loop(f, thread)
    /* Loop over each face belonging to the current thread */
    {
        F_PROFILE(f, thread, position) = (-1e-10*t*t*t)+(7e-07*t*t)+(0.0543*t)+289.06;
    }
    end_f_loop(f, thread)
}
/* Finish UDF */
/***************************
/** UDF for specifying a transient mass flow rate inlet boundary condition*/
***************************
/***********************
*/
***************************
/***********************
*/
*******************************************************************/

/* time-step size should be set to match the time value in the function */
*******************************************************************/

DEFINE_PROFILE(transient_mass_flow_rate, thread, i)
{
    face_t f;
    const real delta_t = 60; /* seconds */

    real t = RP_Get_Real("flow-time");
    /* to calculate the physical time step*/
    begin_f_loop(f, thread)
    {
        if (t > 0 && t < delta_t) /* range of t */
            ||
        (t > 3600 && t < 3600 + delta_t)
            ||
        (t > 2*3600 && t < 2*3600 + delta_t)
            ||
        (t > 3*3600 && t < 3*3600 + delta_t)
            ||
        (t > 4*3600 && t < 4*3600 + delta_t)
            ||
        (t > 5*3600 && t < 5*3600 + delta_t)
    )
    {
        F_PROFILE(f, thread, i) = 0.00046/delta_t; /* in kg/sec */
    }
    else
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{ 
    F_PROFILE(f, thread, i) = 0;
}
}
end_f_loop(f, thread)
}
/* Finish UDF */
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Proposals for circulating cylinder project. HTCA furnace, Tata Orb Newport provided by Wellman Furnaces: A division of Almor Limited, December 2016

The following proposal is an abstract to the real quote provided by Wellman Furnaces LTD. It covers for the first off, prototype retrofit being carried out to be established on an existing HTCA base at the Tata Cogent Power. In these retro-fit proposals, it is assumed that 6 rotating cylinders would be included in a base. The updated base will then be lifted into pre-prepared foundations in the “C” battery position. Based on the confidentiality, all units and values a part of the cost has been removed. In basic outline, the following would include:

Material Supply:
• The supply of rotating cylinders, coupling assembly, main cooling/drive assembly, drive motors etc. to provide a completely packaged assembly (six in total) for incorporation onto an existing HTCA base assembly.

• The design and building of a variable speed drive control panel. This control panel would allow the individual drive/ speed control of the 6 of rotating cylinders. At this stage given the prototype nature of this project, the control of the variable speed is included as manual via speed increase/decrease pushbuttons in the case of each cylinder assembly. In a production model, this could be further updated to include an automated control loop based on temperature or an equally suitable input parameter. Visual indication of speed will also be included on the front door of this control panel for each cylinder.

Site Work:
• Wrecking out of the refractory local to each rotating cylinder position to allow the mounting assembly bung to be inserted into the existing refractory and maintain the thermal integrity of the existing structure.
• Steelwork modification and re-bracing of the existing furnace base casing to allow the mounting and securing of the rotating cylinder assembly to the underside of the furnace base itself.

• Installation of the variable speed-drive control panel at the workshop floor level in a suitable place close to the base position. To be agreed with Tata but assumed to be no more than an xx metre cable run between furnace base and this panel.

• Site wiring of the rotating cylinder motor assemblies back to the variable speed drive control panel.

• Initial testing of the rotating cylinder assemblies prior to a product trial run. Assumed to be up to several days attendance.

• Modifications to the sub steelwork structure of the “C” Battery to provide sufficient space underneath the furnace base for the motor drive assemblies to hang.

• Additional forced cooling under the HTCA bases if deemed necessary for the drive motor assemblies.

Although Almor Wellman has provided the quotation for rotating cylinders they are reliant on the participation of Cogent personnel to facilitate and enable the assembly and installation of rotating cylinders in Battery C. The Almor Wellman quotation is not the full cost of implementing because there would be additional services (e.g. power, water, fuel gas, process gases, etc.) which need to be installed to enable operation and protection of the rotating cylinders. Cogent will need to dispose of waste materials and if asbestos is present there will be both cost and Health and Safety considerations to address.
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Technical Project Brief
Development of Convection in High Temperature Coil Annealing
(PhD)

Introduction

In the steel industry, batch annealing of steel is carried out placing coil bore vertical into annealing furnaces, applying energy to the furnace and heating and cooling the steel in prescribed temperature and atmosphere cycles to obtain an annealed product which has totally recrystallized with appropriate mechanical properties.

In the case of carbon steels, this process is carried out in furnace temperatures of 850 deg C with convection fans applying a recirculation of the gases between inner protective covers and the outer furnace. For grain oriented silicon steels, the annealing temperatures at 1200 deg C which is too high for most convection fan materials to work at effectively.

In the case of the Orb furnaces, space limitations, electric element heating in the outer cover and the extreme high temperatures make the process very static a number of issues result:

1. The elements operate at their operating limit and can create local hot spots which due to the lack of convection to take the excess heat away, can lead to element breakage
2. The static nature of the atmosphere in the outer cover creates temperature differentials in areas of high ratio exposure to the wall elements compared to the less direct areas. This can create metallurgical property differences in the final product.
3. The absence of convection in the inner and outer cover leads to high temperature differentials on the inner cover leading to distortion and high maintenance cost.
4. All the above are exaggerated in the case of element breakage as the remaining elements have to work harder to maintain temperature, coils experience more temperature differential and the inner covers distort more

Introduction of convection will improve all the above phenomena and by nature of more even heat distribution reduce the process cycle time by c 30% giving energy, quality and productivity improvements

The challenge

The challenge if to introduce forced convection currents in the high temperature furnace can give significant process improvements but is a significant challenge.

Design of a technology for retrofitting to 30 existing furnace would be a major improvement on the production of grain oriented electrical steels at Orb.

Approach to project (initial guide)

The focus of the project is as follows

1. Research through literature the high temperature furnace technology.
2. Research through literature and expert advice high temperature forced convection technology
3. Research through literature and "expert" contact technical aspects high temperature convection
4. Developing technical / scientific understanding of batch annealing at high temperature and influence of key parameters
5. Develop design proposals for introducing convection in the batch furnaces at Orb
6. Develop models (mathematical and / or physical) of potential designs and assess each against existing design
7. Develop recommendation from models and experience to improve batch annealing process and retrofit existing furnaces as appropriate.

Key contributors.

The project will be undertaken within the Tata sponsored PhD programme
Notification - this project was not sponsored at any point throughout the time of its completion by the mentioned company (i.e. Tata Steels) as stated in the Project Brief. It was an academic project done by the author of this thesis at Cardiff University for obtaining a PhD degree.
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