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Summary of thesis

According to Einstein’s theory of General Relativity, the acceleration of matter can cause ripples in the curvature of spacetime, given the name gravitational waves. Such ripples are negligible in magnitude for all but the most energetic astrophysical events, such as the coalescence of compact binary stars.

In 2015, gravitational waves were first directly detected from a binary black hole (BBH) coalescence [19]. This was achieved using two independent laser interferometers which each measured the fluctuations caused by the gravitational waves as they passed by. Matched filtering and other data analysis techniques were then employed to identify the properties of the source and measure the likelihood that the detection is a false alarm. The efficacy of these matched filtering techniques is pivotal to not only detecting gravitational waves, but drawing as much information about their sources as possible.

The methods for detecting a BBH involve the construction of a template bank; a group of synthesised waveforms which each represent a detectable series of gravitational waves that a BBH could produce. The characteristics of a BBH template are governed by the two masses and how they spin, the distance to the source, its orientation and its sky location. Current template banks do not include templates for sources where the spins are misaligned with the orbital momentum, which is the cause of precession in BBH. Thus, the algorithms are effective for detecting a non-precessing BBH, but much less sensitive towards precessing sources.

Creating a template bank which includes all possible precessing waveforms is computationally infeasible and would induce enough statistical noise to negate any extra sensitivity gained. However, many precessing signals would be undetectable or indistinguishable from non-precessing signals. Including such signals in a bank would result in no gain in its sensitivity. This thesis attempts to locate areas of precessing parameter space where waveforms are distinguishable from non-precessing sources, and begins work on forming a function which maps observable precession through parameter space.
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Chapter 1

Introduction

1.1 Gravitational Waves

According to Einstein’s theory of General Relativity (GR), gravity is the result of mass being affected by the curvature of spacetime. Spacetime is curved by the presence of any mass, and as such any change in the distribution of mass will cause the spacetime curvature to adapt [1]. The speed at which this change occurs encapsulates a significant difference between GR and Newtonian theory: Einstein’s theory produces the result that gravity travels at light speed (more precisely, any change in the mass distribution causes a change in spacetime curvature which propagates from the source at light speed), whereas in a Newtonian universe any change of mass distribution would be felt everywhere instantaneously. In the case where a mass is accelerated in a manner which changes the quadrupole moment, GR predicts the creation of oscillations in spacetime curvature which propagate away from the mass, known as gravitational waves (GW).

Einstein published the GW solution to his Field Equations in 1916, a year after he first formalised and published his GR theory [2]. The equations reduce to the time-dependent wave equation when a weak non-stationary field is assumed very distant from a relativistic disturbance. When certain gauge conditions are chosen (e.g. the amplitude of curvature is only non-zero orthogonal to the propagation), the solution gives two polarisations of plane waves [3]. As a GW propagates it contorts spacetime in the plane perpendicular to the direction of propagation, squeezing one dimension whilst stretching the orthogonal dimension as demonstrated in Figure 1.1. The two polarisations are 45° apart, one is labelled as plus-polarised (+) whilst the other is cross-polarised (×). A plus-polarised GW travelling along \( \hat{z} \) stretches the plane along the \( \hat{y} \)-axis while squeezing the \( \hat{x} \)-axis by the same factor, before doing the opposite and finally returning the plane to its original state. A cross-polarised GW
1.2 Detection Methods

1.2.1 Weber Bars

The first experiments were carried out in the 1960s by Joseph Weber, who constructed resonant-mass bars. These were cylinders, roughly 3m in length and 30cm in diameter, with piezoelectric crystal attached around their waist [5]. As a gravi-
tational wave of a frequency close to the bar’s natural frequency travelled through, the bar would compress and depress accordingly. This would cause the crystals to produce a very weak electromagnetic signal. Weber attempted to isolate the crystals from seismic events and electromagnetic disturbances, purportedly reducing his noise threshold to roughly $10^{-16}$ m [6]. He reported several hundred detections over two years, but several attempts were made to reproduce Weber’s results without success. Gibbons and Hawking (1971) calculated that sources in the galactic centre or nearer would each have to convert $70 M_\odot$ into gravitational radiation within 0.5 seconds, 10,000 times per day, to produce the signals at the frequency Weber observed [7]. For comparison, the most powerful source detected to date by more sensitive experiments, discussed in Section 1.2.2, was a BBH coalescence which lost an estimated $3 M_\odot$ to GW emission over roughly the same timescale at a much greater distance (of order $\mathcal{O}(100)\, Mpc$) [8]. Such experiments have detected a total of six events in observation periods spanning several months [9, 10].

1.2.2 Laser Interferometers

An alternative method for detecting gravitational radiation was proposed by a number of scientists independently, including Weber and Rainer Weiss in 1967. Feasibility studies were carried out throughout the 1970s, and the first interferometer was built in 1978 [11]. With cited sensitivities only down to $10^{-16}$ m, it may not have been surprising that this experiment did not yield any detections, but its successful construction and operation acted as a proof of concept. Concept development continued and in 1990, a proposal to begin the construction of a pair of larger scale ground-based laser interferometers was approved [4]. LIGO - the Laser Interferometer Gravitational wave Observatory - was born.

The experiment involves directing a high-power laser at a beam splitter, causing two coherent beams to be sent down perpendicular arms. The tubes are each 4 kilometres long, and the photons in each beam are reflected a number of times between extremely smooth, extremely reflective test masses before returning to the beam splitter. At this point the beams reunite and the combined beam is directed into a photodetector.

If a gravitational wave was to propagate through the experiment, the path of one beam would be stretched while the other is squeezed, causing the two beams to travel marginally different distances before reuniting at the splitter. This slight difference in travel time causes the beams to be out of phase as they superpose and reflect to the photodetector. As the GW passes through, the phase-shift will vary with the strain it causes to the beam lengths. The photodetector records the
1.2. Detection Methods

Figure 1.2: Reproduction of the figure from [12]. Simplified diagram depicting the experimental set-up of a LIGO interferometer used to detect GW.

varying intensity of the superposed beam, and real-time computational analysis is used to identify specific patterns which have the hallmarks of a GW signal. If such a pattern is found, the detector response is analysed both around the time that the potential signal was registered and over the whole period that the detector was active. If the pattern is demonstrated to be of sufficient significance - most notably it’s signal-to-noise ratio (SNR) - parameter estimation is carried out to identify the source’s characteristics and from where the signal came.

The detectors must be sensitive to changes in arm length of $\Delta L \sim 10^{-18}$m in order to observe GW from extragalactic sources [13]. This extreme sensitivity requires the isolation from numerous noise sources. The dominant noise sources include those of seismic, thermal and quantum origin [14]. Moreover, irregular transient noise caused by human activity, earthquakes and weather must also be mitigated. Noise is characterised in the frequency domain. Terrestrial sources of noise dominate in the lower frequency bands (0.1 - 10Hz), such as seismic activity, wind and human activity. Thermal noise is the chief contributor in the 10 - 100Hz range, but diminishes near 100Hz where quantum shot noise begins to dominate [14]. The test masses and beam-splitter are suspended on a sophisticated quadruple-pendulum system. These use both active-response and passive techniques to isolate the laser from low-frequency noise sources, damping vibrations and transients in this frequency region. Some contribution to the thermal noise is due to movements in the test masses due to their suspended position. Losses in the thermal fluctuations on the test mass surfaces also contribute. In order to minimise these effects, coatings on the test masses are optimised to maximise reflectivity whilst reducing losses. Quantum shot noise acts as a lower-bound for sensitivity in regions where it dominates, but
methods using quantum squeezing have been proposed to force that limit lower [15].

The perpendicular arms ensure that the strain caused by a GW can have a maximal effect on the laser paths. However, this set-up renders the interferometer totally insensitive to GW propagating from certain directions. Figure 1.2 shows the strain of a wave travelling through the detector at optimal orientation; one arm will be maximally squeezed whilst the other is maximally stretched. But if the GW was in the other polarisation (i.e. rotated 45°) both arms would be affected in an identical manner throughout the GW, causing the beam phase to be unaffected. Alternatively, if the GW was propagating parallel to one of the arms, only the other arm’s length would be affected. In this case the detector’s sensitivity is at most 50% of the overhead source in Figure 1.2 (when the GW is plus-polarised, inducing maximal strain in the arm orthogonal to propagation). This example demonstrates that a detector’s sensitivity to a given GW is heavily dependent on its direction of propagation as well as its polarisation [16].

The two original LIGO experiments in Hanford, Washington and Livingstone, Louisiana were built in alignment on Earth’s surface (their geographical positions mean that the planes on which the experiments lie are marginally different). This was done so that each detector could act as an effective check for “glitches” and noise transients in the other, and also to maximise the sensitivity for two detectors [17]. There is a caveat to arranging the two detectors in this manner: both detectors are insensitive to the same polarisation, reducing the capability to estimate the source’s distance, sky location and orientation. Multiple detectors with different orientations are able to place much more precise limits on these parameters. The fifth event detected by LIGO was simultaneously detected by another interferometer experiment based in Italy, VIRGO, which enabled the likely sky location (90% confidence region) to be constrained to 60 deg² [18]. In comparison, the sky location of previous events detected by LIGO alone were constrained to areas ranging from 520 deg² to 1200 deg² [19, 20, 21, 22]. Another detector based in Germany, GEO600, is used as a testbed for interferometer technology, whilst two more interferometers are in the process of being constructed in India (LIGO-India) and Japan (KAGRA) [23].

Binary black hole (BBH) coalescences are considered the most likely sources to produce detectable signals in LIGO. Since upgrades to the LIGO detectors were completed in 2014, beginning the “Advanced LIGO” era, two observational periods have been conducted in which five observations of GW from such sources have been made [13, 19, 20, 21, 22, 18]. Whilst coalescences involving neutron stars are not within the remit of the research in this thesis, it is very much worth mentioning that
LIGO also observed a GW signal from a binary neutron star coalescence. A gamma-ray burst was detected in coincidence by the Fermi Gamma-ray Burst Monitor [24], and a kilonova was also observed in data collected in days after the event [25]. Collaborative analysis strongly supports the hypothesis that the same event caused these phenomena [26].
Chapter 2

Gravitational Waves from Binary Black Hole Mergers

Binary black hole mergers emit the most powerful gravitational radiation of all known sources to which ground-based interferometers are sensitive [27]. As a BBH orbits, orbital energy is radiated away in the form of GW, causing the separation of the two black holes to reduce and the orbital frequency to increase. The black holes are now undergoing greater acceleration as they orbit, so they emit stronger GW which radiate more orbital energy, further reducing their separation and increasing their orbital frequency [28]. This process continues, the orbit accelerating rapidly as the black holes spiral inwards until they reach a separation too small to maintain stable orbit. At this point they plunge into each other, forming a single black hole which then experiences a series of oscillations as the spacetime reaches a new stable state [29]. The series of GW observed from such an event are collectively described as a waveform.

The waveform produced by a BBH coalescence can be described as a combination of three phases: inspiral, merger and ringdown. The inspiral phase is defined as the period where the objects are in quasi-circular orbit, where the orbital decay is dominated by the emission of gravitational waves [13]. Once their separation breaches the innermost stable orbit, the black holes plunge into each other. This is the merger phase [30]. Once the black holes have merged, the remnant body enters the ringdown phase, where its spacetime curvature undergoes oscillations as the stress-energy tends to a new stable state [31]. These oscillations in turn cause further GW emission, decaying in magnitude until the new black hole becomes axisymmetric [29].

Figure 2.1 shows a representation of LIGO’s first detected GW event with the three phases indicated. In the case of the first detected BBH events, the inspiral
Figure 2.1: Reproduction of FIG. 2 in [19]. The waveform of the first BBH GW detection with cartoons depicting the inspiral, merger and ringdown phases. Plots showing the evolution of the orbital separation and relative velocity are given underneath.

was the phase which contributed the most to the signal strength. This is because the majority of the signal duration was spent in the inspiral, and the GW frequencies in this phase sit within the detectors’ most sensitive band as shown in Figure 2.2. Notice that, whilst the GW151226 signal is much longer than GW150914, the latter was more powerful and peaked at a frequency where the detectors were more sensitive. For this reason, GW150914 appeared as a much stronger signal in the LIGO data [9]. LVT151012 is a candidate signal which did not meet the statistical criteria to be accepted as a bona fide detection, but data analysis concluded it is more likely to have been a GW signal than a noise transient [9].

In order to detect GW from a BBH coalescence, it must be understood what gravitational waves would look like from each of the three phases. This requires the ability to simulate GW emission throughout a BBH coalescence. For the majority of BBH sources, the inspiral phase is longer in duration than the merger and ringdown. However, the merger phase produces the peak in GW strain, and much information about the source is theoretically calculable from the ringdown phase. Each of the three phases pose different challenges in modelling GW emission, which are described in Sections 2.1-2.3. To synthesise a complete waveform, the models for the three
phases must be somehow seamed together. This process is discussed in Section 2.4. The inspiral phase shall be described in particular detail, as it is during the inspiral where precession effects are observable [32]. Precession itself shall be described in Section 2.5.

Figure 2.2: Reproduction of FIG. 1 in [9]. Left: The frequency-dependent sensitivity curves for both LIGO detectors during the first observing run in the Advanced LIGO era, plotted with the frequency-dependent strain of the three candidate detections found in that period. The thickness of the bands represent the 90% confidence intervals. Right: Plots of Strain vs Time for each of the signals.

2.1 Inspiral

The inspiral phase is where the two black holes are orbiting each other and emanating a continuous flow of GW, thereby reducing the orbital energy, causing the black holes’ separation to reduce. The closer they become, the more energy is released via GW, causing them to “spiral in” at an accelerating rate.

A non-trivial distribution of net-zero mass is only a hypothetical phenomenon, with no confirmed detections of such an occurrence and all commonly accepted theories of gravitation suggesting that mass dipoles do not exist [27]. In other words, “negative mass” has not been observed and we have little reason to believe it will be. As such, acceleration of matter can only cause gravitational radiation if there is a flux in the quadrupole moment. Therefore, to lowest order, GW are emitted in a quadrupole formation. The derivation of the quadrupole approximation is summarised below.
In linearised theory, the spacetime metric, \( g_{\mu\nu} \), can be described as a Minkowski (i.e. flat) spacetime metric, \( \eta_{\mu\nu} \), undergoing a slight perturbation, \( h_{\mu\nu} \):

\[
g_{\mu\nu} = \eta_{\mu\nu} + h_{\mu\nu}, \quad ||h_{\mu\nu}|| \ll 1.
\]

We follow the convention that Greek letters (\( \mu, \nu \)) refer to the four spacetime coordinates and Roman letters (\( i, j \)) refer to the three spatial coordinates. If the Lorentz gauge is chosen (Eq. 2.2), and two conditions are set: spacetimes are globally vacuum (Eq. 2.3) and asymptotically flat (Eq. 2.4), the transverse-traceless gauge is formed:

\[
\partial^\mu \bar{h}_{\mu\nu} = 0 \quad (2.2)
\]
\[
T_{\mu\nu} = 0 \quad (2.3)
\]
\[
\lim_{r \to \infty} h_{\mu\nu} \to 0 \quad (2.4)
\]

This is a convenient gauge choice for GW mathematics since all local gauge freedoms are entirely fixed; only physical information is contained in the metric perturbation \( h^{TT}_{\mu\nu} \) [33]. The superscript “TT” denotes the metric is in the transverse-traceless gauge. This notation will be used henceforth.

In Lorentz gauges alone (without applying conditions 2.3 or 2.4), the linearised Field Equations are

\[
\Box \bar{h}_{\mu\nu} = -\frac{16\pi G}{c^4} T_{\mu\nu}, \quad (2.5)
\]

where \( \Box \) is the d’Alembertian operator and \( T_{\mu\nu} \) is the energy-momentum tensor of matter [27]. The gravitational constant, \( G \), and speed of light in vacuum, \( c \), take their usual values. Solving Eq. 2.5 for radiation requires the \textit{retarded Green’s function}:

\[
G_{\text{ret}}(x - x') = -\frac{1}{4\pi|x - x'|} \delta(x^0_{\text{ret}} - x'^0), \quad (2.6)
\]

where \( x^0 = ct' \), \( x^0_{\text{ret}} = ct_{\text{ret}} \) and the \textit{retarded time}, \( t_{\text{ret}} \), accounts for the time it takes for information to propagate from \( x' \) to \( x \):

\[
t_{\text{ret}} = t - \frac{|x - x'|}{c}. \quad (2.7)
\]

The result,

\[
\bar{h}_{\mu\nu} = \frac{4G}{c^4} \int d^3 x' \frac{1}{|x - x'|} T_{\mu\nu} \left( t - \frac{|x - x'|}{c}, x' \right), \quad (2.8)
\]

can be placed in the TT gauge if the two restrictions Eqs. 2.3 and 2.4 are placed on the solution. These respectively place the observer distant to the source, and describe the background spacetime as flat (i.e. the source is conforming to Newto-
nian gravity, and not self-gravitating). The former choice implies $|\mathbf{x}| \gg |\mathbf{x} - \mathbf{x}'|$, permitting the substitution $r = |\mathbf{x}| = |\mathbf{x} - \mathbf{x}'|$ [33]. The next step is to perform an expansion about $v/c$, where $v$ is the velocity of the internal motions of the source [33]. This requires the assumption $v \ll c$, which, along with the assumption of Newtonian gravity, is not strictly appropriate for CBC sources. We shall address these discrepancies later. The leading term in this expansion is the Einstein quadrupole:

$$\tilde{h}^{TT}_{ij}(t, \mathbf{x}) = \frac{1}{r^4 G c^4} \int d^3 x T^{ij}(t - \frac{r}{c}, \mathbf{x}).$$ \hfill (2.9)$$

The higher-order terms form the multipole expansion, which will be discussed later in this section. As described earlier, GW carry energy away from the source; as the source emits GW it loses mass and momentum via back-reaction (confirmed by Hulse and Taylor’s discovery of a binary neutron star in decaying orbit [28, 34]). If the momenta of stress tensor $T^{ij}$ is defined as

$$\frac{1}{2} \ddot{M}^{ij}(t) = \int d^3 x T^{ij}(t, \mathbf{x}),$$ \hfill (2.10)$$

where $M$ is the mass of the source, the power radiated can be expressed in terms of the rate of change of momenta. However, for this derivation the amplitude of emitted GW is desired, for which we can define the quadrupole moment:

$$Q^{ij} = M^{ij} - \frac{1}{3} \delta^{ij} M_{kk}.$$ \hfill (2.11)$$

Eq. 2.9 can now be written in the more typical form in terms of $Q$:

$$[h^{TT}_{ij}(t, \mathbf{x})]_{quad} = \frac{12G}{r c^4} \ddot{Q}^{TT}_{ij} (t - \frac{r}{c}),$$ \hfill (2.12)$$

with the subscript “quad” indicating that the metric is a quadrupole formation. Re-written in the more wieldy form of the two independent polarisations (aligning the direction of propagation $\hat{\mathbf{N}}$ with $\hat{\mathbf{z}}$ in a frame with spacial axes $(x, y, z)$), Eq. 2.12 becomes

$$h_+ = \frac{1}{r c^4} (\ddot{M}_{11} - \ddot{M}_{22}),$$ \hfill (2.13)$$

$$h_\times = \frac{2}{r c^4} \ddot{M}_{12}.$$ \hfill (2.14)$$

We are now prepared to consider quadrupole radiation for the specific case of compact binaries. In the centre-of-mass frame for a binary system in quasi-circular
orbit, the second mass moment \( M^{ij} = \mu x_i^0(t)x_j^0(t) \) gives

\[
M_{11} = \mu R^2 \frac{1 - \cos(2\omega_{\text{orb}} t)}{2} \tag{2.15}
\]

\[
M_{22} = \mu R^2 \frac{1 + \cos(2\omega_{\text{orb}} t)}{2} \tag{2.16}
\]

\[
M_{12} = -\frac{1}{2} \mu R^2 \sin(2\omega_{\text{orb}} t) \tag{2.17}
\]

and all other components vanish. \( R \) is the radius of orbit with frequency \( \omega_{\text{orb}} \). \( \mu = m_1 m_2 / (m_1 + m_2) \) is the reduced mass of the system. These equations lead to

\[
\ddot{M}_{11} = 2 \mu R^2 \omega_{\text{orb}}^2 \cos(2\omega_{\text{orb}} t),
\tag{2.18}
\]

\[
\ddot{M}_{12} = 2 \mu R^2 \omega_{\text{orb}}^2 \sin(2\omega_{\text{orb}} t),
\tag{2.19}
\]

which, when plugged into Eqs. 2.13 and 2.14, give

\[
h_+ (t) = \frac{\mu}{r} \left( \frac{Gm}{c^2} \right)^{5/3} \left( \frac{\pi f_{gw} c}{c} \right)^{2/3} \frac{1 + \cos^2 \iota}{2} \cos(2\omega_{\text{orb}} t),
\tag{2.20}
\]

\[
h_\times(t) = \frac{\mu}{r} \left( \frac{Gm}{c^2} \right)^{5/3} \left( \frac{\pi f_{gw} c}{c} \right)^{2/3} \cos \iota \sin(2\omega_{\text{orb}} t),
\tag{2.21}
\]

The inclination of \( \hat{N} \) from \( \hat{L} \) is denoted by \( \iota \). As this is a first-order linear approximation, Kepler’s law holds:

\[
\omega_{\text{orb}}^2 = \frac{Gm}{R^3}.
\tag{2.22}
\]

Substituting in Eq. 2.22 and the chirp mass,

\[
M_c = \mu^{3/5} m^{2/5} = \frac{(m_1 m_2)^{3/5}}{(m_1 + m_2)^{1/5}},
\tag{2.23}
\]

we can express Eqs. 2.20 and 2.21 as

\[
h_+ (t) = \frac{4}{r} \left( \frac{GM_c}{c^2} \right)^{5/3} \left( \frac{\pi f_{gw} c}{c} \right)^{2/3} \frac{1 + \cos^2 \iota}{2} \cos(2\pi f_{gw} t_{\text{ret}} + 2\phi),
\tag{2.24}
\]

\[
h_\times(t) = \frac{4}{r} \left( \frac{GM_c}{c^2} \right)^{5/3} \left( \frac{\pi f_{gw} c}{c} \right)^{2/3} \cos \iota \sin(2\pi f_{gw} t_{\text{ret}} + 2\phi),
\tag{2.25}
\]

where \( \phi \) is the orbital phase at \( t_0 \), \( f_{gw} = \omega_{gw} / (2\pi) \) and \( \omega_{gw} = 2\omega_{\text{orb}} \).

Four assumptions were made in this derivation: the source masses are in quasi-circular orbit; the observer of gravitational radiation is distant; the source is not self-gravitating and its internal velocities are slow \( (v \ll c) \). This is the multipolar
expansion. As the black holes approach each other, the spacetime perturbations within the source become very strong and the velocities reach the relativistic domain [35], so one would not expect the expansion to agree with simulations of such sources. Nonetheless, it was discovered that waveforms created with this expansion agreed remarkably well with numerical simulations for compact binary inspirals [36, 37, 38]. However, beyond the first few terms, the multipole expansion diverges as $r \to \infty$. In short, this is due to the non-linearity of GR: the assumption that a distant observer is at infinity (where we substituted $|\mathbf{x} - \mathbf{x}'|$ for $r$) cannot hold throughout the entire expansion [27]. Thus, accurate models must rely on a finite expansion, where the self-gravity of the source is considered. This expansion is named the post-Newtonian (PN) approximation, and creates additional correction terms for each multipole term [39].

The PN approximation expands about $v/c$, but for convenience the dimensionless parameter $x$ is defined:

$$x \equiv \left(\frac{GM\omega_{\text{orb}}}{c^3}\right)^{2/3} = \mathcal{O}\left(\frac{v^2}{c^2}\right), \quad (2.26)$$

where $M = m_1 + m_2$ is the total mass of the binary system. The PN approximation can be expanded as a power series in $x^{1/2}$. By way of example, the equations of motion for a CBC take the form

$$\frac{d^2x^i}{dt^2} = \frac{GM}{r^2} \hat{x}^i \left[1 + \mathcal{F}_1(\eta)x + \mathcal{F}_2(\eta)x^{3/2} + \mathcal{F}_3(\eta)x^2 + \mathcal{F}_4(\eta)x^{5/2} + \ldots\right], \quad (2.27)$$

where $\mathcal{F}_i$ are trivial (usually linear) functions of symmetric mass ratio $\eta = (m_1 + m_2)/M^2$ and remembering chirp mass, $M_c$, from Eq. 2.23. The number of orbital cycles in a waveform from a given frequency ($f_{gw} = \omega_{\text{orb}}/\pi$) is a calculation with the generic form of

$$N_{\text{cyc}} = \frac{x^{-5/2}}{32\pi \eta} \left[1 + \mathcal{O}(x) + \mathcal{O}(x^{3/2}) + \mathcal{O}(x^2) + \mathcal{O}(x^{5/2}) + \ldots\right]. \quad (2.28)$$

A specific PN correction term is henceforth labelled as “$n$PN” where $n$ is the power to which $x$ is raised in that term (i.e. half the order to which $v/c$ is taken in the expansion), e.g. $\mathcal{F}_2(\eta)x^{3/2}$ represents the 1.5PN term in Eq. 2.27. You may notice there are no 0.5PN terms. All such terms vanish in the expansion, for no known physical reason [27]. Alternative theories of gravitation do produce 0.5PN terms in their expansions, and so this disparity has been utilised to test the accuracy of GR [40]. The generic form of the PN expansion exemplified in Eq. 2.27 demonstrates how the contributions diminish in magnitude for higher expansion terms (since $v/c$
is, of course, always less than unity). However, we can see that the number of orbital cycles diverges as $x \to 0$ for terms lower than 2.5PN. This is to be expected: the orbital frequency is a function of separation, and black holes at infinity to each other would take an infinite number of orbits to coalesce. As separation increases, the general relativistic effects diminish, and so beyond a certain PN order the terms contribute too weakly to diverge. In practice, waveforms begin at frequencies too high for $\mathcal{N}$ to explode, but Eq. 2.28 indicates the importance of post-Newtonian corrections in forming accurate waveforms. Without terms to 2.5PN, the number of orbital cycles in the waveform would have errors of $\mathcal{O}(1)$ or higher [27].

The convergence properties of the PN expansion are not well understood, as it gets progressively more difficult to identify the next order of PN terms, but current models which incorporate all terms to 3.5PN are faithful enough to numerical models for the detection and parameter estimation of BBH sources [39, 19]. Every PN order contains a number of correction terms, with contributions from various GR effects on the source.

Different phenomena begin to contribute PN terms at different expansion orders, detailed in Table 2.1. Modelling a complete waveform numerically, known as Numerical Relativity (NR), costs a huge amount of computation time, so analytical methods have been developed to construct faithful waveforms quickly [44]. An analytical waveform model or “approximant” includes a truncation of the PN expansion, choosing PN terms from which it derives its own equations for the polarisation amplitudes, i.e. the amplitudes of each GW polarisation emitted at a given moment in a given direction, and orbital phase of gravitational radiation, and the equations of motion to evolve a BBH in time. To construct a waveform, the approximant is given parameter values pertaining to the source and its orientation, and the equations are used to describe the complete waveform. A given BBH approximant is calibrated within a specific range of values for the black hole masses and spins, outside of which it may give inaccurate waveforms - unfaithful to NR models [42].

Waveform models for BBH coalescences with generic spins include terms up to order 3.5PN [19, 45, 46, 20]. These models are not reliable for mass ratios above $q = m_1/m_2 = 9$ (here and henceforth, the convention $m_1 \geq m_2$ applies). Models for specific classes of BBH with higher mass ratios have incorporated 4PN terms and higher [47], and methods to go beyond 4PN for generic systems have been proposed [48, 49, 50]. However, there is currently no BBH model that incorporates terms beyond 3.5PN in waveform calculations which has been calibrated for the range of parameters values being investigated here [46].

It is worth noting that such terms would generally be dominated by the lower
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<table>
<thead>
<tr>
<th>PN Order</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (Quad)</td>
<td><strong>Chirp mass</strong>: The dominant term in the quadrupole formula is $\propto M_c^{5/3}$ (see Eqs. 2.24, 2.25). All PN terms are subject to this factor, thus $M_c$ dominates the calculation.</td>
</tr>
<tr>
<td>0.5</td>
<td><strong>No terms</strong>: All terms of this order vanish in the PN expansion. Alternative theories of gravity derive expansions which do include 0.5PN terms, and search algorithms have been developed to test GR using this difference [40].</td>
</tr>
<tr>
<td>1</td>
<td><strong>Mass ratio</strong>: After leading order, terms are dependent on different combinations of $M_c$ and $\eta$. Therefore, symmetric mass ratio is the second most dominant parameter.</td>
</tr>
<tr>
<td>1.5</td>
<td><strong>Spin-orbit coupling</strong>: Leading order terms appear for interactions between orbital angular momentum and single-spin angular momentum. <em>Highest order included in polarisation amplitude calculations for current precessing BBH waveform models</em> [41].</td>
</tr>
<tr>
<td>2</td>
<td><strong>Spin-spin coupling</strong>: Leading order terms appear for interactions between both black hole spin momenta and orbital angular momentum. <em>Only leading order PN terms known for spin-spin coupling</em> [39].</td>
</tr>
<tr>
<td>3</td>
<td><em>Highest order included in polarisation amplitude calculations for current non-precessing BBH waveform models</em> [42].</td>
</tr>
<tr>
<td>3.5</td>
<td><em>Highest known PN terms from spin-orbit coupling</em> [43]. <em>Highest PN order included in phase calculations for current precessing BBH waveform models</em> [41].</td>
</tr>
</tbody>
</table>

Table 2.1: A description of the group of correction terms introduced at each PN order. See Section 2.5 for an explanation of precession.

order contributions; models which include orders up to 3.5PN match very well (> 99%) with NR simulations for the inspiral phase of most BBH [45, 39]. Disparity creeps up for a class of BBH with both high spins and high mass ratio ($m_1 \gg m_2$), where high-order *tail effects* (back-scattering of linear waves in the source’s curved spacetime) begin to dominate [51, 50].

### 2.2 Merger

At some point during the late inspiral, the assumption of quasi-circular orbit underpinning the PN expansion may no longer be applied. As the BBH emits increasingly powerful radiation, its orbital decay accelerates. This leads to a huge expulsion of energy over a very short timescale. In GW150914 the remnant black hole was mea-
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sured to be some $3M_\odot$ less massive than the total mass of its BBH “parents” [8]. Mergers of BBH with higher $q$ will lose less mass [52, 20, 21], but of a similar order. For all cases the PN expansion becomes inappropriate somewhere shortly before merger, as the orbit loses energy too rapidly for the assumption of quasi-circularity to hold and spacetime curvature can no longer be accurately approximated as linear [30].

The velocity of the black holes peaks as they are simultaneously rapidly orbiting each other and rapidly losing orbital energy, causing them to accelerate. The GW amplitude peaks as they pass each other’s innermost stable circular orbit (ISCO), where they are undergoing the greatest acceleration whilst still independent bodies [29]. The first detection’s source produced its peak radiation at a frequency of $\omega_{\text{orb}} \approx 150\text{Hz}$ and relative velocities $v/c \approx 0.6$ [8]. In this period, both amplitude and phase of the waveform evolve rapidly, thus any attempt to model waveforms for this stage must be more finely-tuned compared to the inspiral to maintain the same level of conformance to NR simulations. Moreover, non-linear GR effects must be considered, dramatically inflating the computational time required to evolve a simulation with the needed precision.

Whilst performing NR simulations for an entire waveform is impractically costly, techniques have been developed where just the merger phase of a waveform is simulated in NR and “stitched” to both the preceding inspiral phase and succeeding ringdown phase, which are modelled independently. This is described in more detail in Section 2.4.

Modelling the merger numerically involves describing the system’s spacetime as a grid where the Field Equations are described in generalised harmonic coordinates and discretely applied to each unit [53]. Suppose any given unit is of length, $l$, and the BBH merger’s spacetime metric evolves on a timescale, $\mathcal{T}$, over a lengthscale $\mathcal{L}$. The resolution of the grid is increased in specific areas so that all units satisfy $l \ll \mathcal{L}$. The Field Equations are solved for each unit and advance the simulation in time increments, $t$, always satisfying $t \ll \mathcal{T}$.

Given that an NR simulation uses analytical solutions to the Field Equations for each segment in the spacetime mesh, errors are caused by insufficient grid resolution in the mesh or inaccuracies arising from deriving a solution for an observer fixed at a finite point. Both sources of error are well understood and their effects identifiable [53]. With appropriate treatment and sufficient computation time, NR simulations can incur arbitrarily small error. This allows them to be used for calibrating the less accurate, more computational efficient PN models in their applicable domain (the inspiral) and similarly for the models which approximate the ringdown phase.
using perturbation theory, discussed in the next section.

2.3 Ringdown

Immediately following merger, the remnant black hole is in a dynamically unstable state. The angular momentum is not symmetrically distributed about the axis of rotation, thus the spacetime acts to bring itself towards equilibrium. The angular momentum redistributes itself in a series of oscillations, which can be modelled via perturbation theory [31]. The oscillations cause GW emission, radiating away some of the angular momentum and so acting to damp the oscillations. The overall effect is for post-merger GW emission to exponentially decay like the eponymous ringing down of a bell. Perturbation theory models the GW emission in the form of harmonic quasi-normal modes, with the \((2, 2, 0)\) mode as the fundamental. Models have been built which include modes beyond the fundamental, but they all suffer computational caveats, and models which only encompass the \((2, 2, 0)\) mode generally return errors of less than 1% [54].

2.4 Stitching the Pieces Together

Models which produce a complete waveform must incorporate all three phases. To do this they carry out the stitching process briefly described in Section 2.2 for both the transition from inspiral to merger, and the transition from merger to ringdown. The inspiral-merger stitching process involves matching the inspiral simulation with the NR simulation over a segment of the waveforms where the PN approximation is reliable (before merger), and choosing a frequency or time before merger where the two simulations cohere to transition from describing the waveform via the PN model to describing the waveform via the NR model. Similarly, the merger-ringdown stitching process matches a portion of the NR simulation immediately after the coalescence with the ringdown simulations and find an appropriately well-matched point in the waveform evolution to seam the two waveforms together [55].

Precession increases difficulty in the stitching process, as the waveform shape is dependent on more parameters and the orbital phase evolution is less linear (as we shall see in section 2.5) [56]. NR simulations have been carried out for a variety of different BBH sources, generally of mass ratio \(q < 12\), such as the catalog described in Mroué et al. (2016) [56].
2.5 Precession

Post-Newtonian effects include spin-orbit and spin-spin coupling, as described in Table 2.1, which are interactions between the orbital angular momentum (Eq. 2.29) and spin angular momenta (Eq. 2.30) of the two black holes [57]. The angular momenta are defined in geometric coordinates \((G = c = 1)\) as

\[
L = \mu M^{1/2} r^{1/2} \hat{L}, \tag{2.29}
\]

\[
S_i = \chi_i m_i^2 \hat{S}_i, \tag{2.30}
\]

where \(i = 1, 2\), \(r\) is the orbital separation and \(\chi\) is the dimensionless spin parameter \(0 \leq \chi \leq 1\). A spin of \(\chi = 1\) represents a spin at the extreme Kerr limit, where the mass has the maximum spin angular momentum possible.

The PN terms contributed by these effects include a correction to the orbital angular momentum vector, \(\hat{L}\) and both spin angular momentum vectors, \(\hat{S}_1, \hat{S}_2\). The physical result is a rotation of \(\hat{L}\) about \(\hat{J}\), where \(\hat{J}\) is the total angular momentum vector:

\[
\dot{J} = \frac{J}{|J|} \equiv \frac{L + S}{|L + S|}, \tag{2.31}
\]

where \(S = S_1 + S_2\). The precessional evolution of \(L\) was first formulated and described in Apostolatos et al (1990)[57]). Eq. 11a of that paper gives the evolution of \(L\) to 2PN order:

\[
\dot{L} = \frac{1}{r^3} \left[ \frac{4m_1 + 3m_2}{2m_1} S_1 + \frac{4m_2 + 3m_1}{2m_2} S_2 \right] \times L
- \frac{3}{2} \frac{1}{r^3} \left( (S_2 \cdot \hat{L}) S_1 + (S_1 \cdot \hat{L}) S_2 \right) \times \hat{L}
- \frac{32}{5} \frac{\mu^2}{r} \left( \frac{M}{r} \right)^{5/2} \hat{L}, \tag{2.32}
\]

where we recall the total mass and reduced mass: \(M = m_1 + m_2\) and \(\mu = m_1 m_2 / M\) respectively. The first term is the result of spin-orbit coupling whilst the second term due to spin-spin coupling. Notice that the final term is the only one which evolves the magnitude of \(L\). This is the radiation reaction term, which we can see is independent from \(S\), permitting the “twisting up” process IMRPhenomPv2 employs on a non-precessing model to produce accurate precessing waveforms [46]. Equations for \(\dot{S}_1\) and \(\dot{S}_2\) are also given in [57], reproduced in Eq. 2.33 which contain terms
only which evolve their direction:

\[
\dot{S}_i = \frac{1}{r^3} \left[ \frac{4m_i + 3m_{3-i}}{2m_i} L \times S_i + \frac{1}{r^3} \left\{ \frac{1}{2} S_{3-i} - \frac{3}{2} (S_i \cdot \hat{L}) \hat{L} \right\} \times S_i \right]
\] (2.33)

where \( i = 1, 2 \). As in Eq. 2.32, the first terms are due to spin-orbit coupling and the second terms are due to spin-spin coupling. These evolutions are dominated by a \( 1/r^3 \) coefficient on all terms, thus we can deduce that as a BBH inspirals, the rate of precession increases as exemplified in Figure 2.4. This is orbital precession - the subject of the next section.

2.5.1 Orbital Precession

Whilst we know angular momentum is lost to radiation, the assumption of quasicircular orbit implies \( \dot{J} \approx 0 \) over an orbital period. Therefore a rotation of \( L \) necessitates an equal counter rotation of \( S = S_1 + S_2 \) (see Eq. 11 of Apostolatos et al. (1994) [57]). When \( S \) has a significant component perpendicular to \( L \), the rotation of \( L \) about \( J \) describes a cone, henceforth referred to as the precession cone. The opening angle of the precession cone is defined as

\[
\beta = \arccos(\hat{J} \cdot \hat{L}).
\] (2.34)

Since instantaneous gravitational wave emission is fundamentally quadrupolar, a fixed distant observer will receive radiation modulating in both amplitude and phase, as the “line-of-sight”, \( \hat{N} \), varies in inclination to \( \hat{L} \). In Figure 2.3 the relative amplitude of a typical CBC source’s GW emission is plotted against inclination to \( \hat{L} \), with the vectors of \( \hat{J}, \hat{L}, \) and \( \hat{N} \). Observe that near edge-on to the orbital plane (\( \iota \approx 90^\circ \)), the relative amplitude decreases for both polarisations, but at different rates. The maximum amplitude is observed when face-on to the source (\( \sin \iota = 0 \)). The graph is in the co-rotational frame of \( \hat{L} \), thus the fixed external observer is seen to follow a circular trajectory. In doing so, the observer witnesses a fluctuation in the received GW amplitude. Another effect of precession on the GW observed by \( \hat{N} \) is not obvious in Figure 2.3. The precession cone would also act to “speed up” and “slow down” the orbit from the observer’s perspective, causing modulations in the phase of the received waveform.

A comparison between a non-precessing and precessing waveform is given in
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Figure 2.3: An example of the relative amplitude vs inclination (blue line) of instantaneous GW emission for an arbitrary polarisation, in the non-inertial reference frame of $\hat{L}$. The black circle represents the unit sphere. In this co-rotational frame, we see $\hat{J}$ precessing about $\hat{L}$. To an inertial distant observer, $\hat{L}$ would be seen to precess about the constant $\hat{J}$, describing a cone of identical shape. Line-of-sight $\hat{N}$ is also plotted with its trajectory on the unit sphere describing a circle identical in size to that of the precession cone.

Figure 2.4: A precessing inspiral waveform overlaid with a non-precessing inspiral waveform from a source with the same masses and aligned spin. In both cases, the orbital frequency is seen to increase throughout. The precession effects upon the amplitude and phase are visible, as is the acceleration of the rate of precession towards merger.

Figure 2.4. An undulation of mean amplitude is clearly visible in the precessing waveform. The phase modulations in the former case is also apparent: notice that at $t = -2s$, the two waveforms are in phase with each other. By $t = -0.75s$ they are entirely out of phase, and in the last few discernible orbits before merger they to return to being coherent. The amplitude of a waveform is difficult to precisely identify due to noise, whilst the orbital phase evolution can be tracked to a fractional accuracy of $\ll 10^{-3}$, [58]. For this reason, the amplitude oscillations of an observed precessing waveform in fact do not significantly contribute to the signal.
power compared to that of the orbital phase modulations.

2.5.2 Transitional Precession

Apostolatos et al. in [57] describes another possible form of precession, which they named *transitional precession*. This phenomenon occurs when a BBH which first satisfies $|L| > |S|$ loses enough orbital angular momentum to satisfy $S \approx -L$. This requires $S$ to be high in magnitude and approximately anti-aligned with $L$.

A BBH which experiences a transitional precession epoch “loses its gyroscopic bearings” and undergoes a rapid swing as $\hat{J}$ reacquires equilibrium close to $\hat{S}$. There are three criteria which must be satisfied for transitional precession to occur in the detectable region of a waveform:

- $\hat{S} \approx -\hat{L}$,
- the inspiral begins with $|L| > |S|$,
- $|L| \approx |S|$ becomes satisfied in the late inspiral.

Whilst the spin vector distribution in black hole populations is not well known, theories and detections to date suggest the first criterion is rarely satisfied [59]. The second criterion is true for most waveforms (simple arguments can confirm this using Eqs. 2.29 and 2.30), but combined with the final criterion it restricts the phenomenon to CBC with high mass ratios.

2.5.3 Eccentricity

The effects of eccentricity are disregarded in the derivations of the quadrupole formula and PN expansion as described in Section 2.1. Including eccentricity requires solving the EFE without the assumption of quasi-circular orbits [27], introducing considerably more PN terms. Waveform models have been constructed which include parameters for eccentricity [60, 61], with the effect of considerably increasing the number of theoretically distinguishable, observable systems.

Back-reaction from GW emission acts to circularise BBH orbits on timescales much shorter than the inspiral phase [27], implying that BBH coalescences of eccentric sources could only occur due to gravitational influences from external sources in the inspiral phase [62]. Possible causes for such events have been theorised and modelled [63, 64]. However, including such waveforms in search algorithms would act to reduce overall search sensitivity unless it is conducted with a targeted approach towards specific sources with eccentricity [65]. For this reason, eccentricity is not considered in this investigation.
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Observing Precession in the Waveform

3.1 Modelling Precession

There are two main classes of BBH waveform approximants: those which adopt phenomenological modelling techniques, and those which use the “effective one-body” approach, treating the BBH as a single body and tracking the motion of test particles on an external metric [66]. This investigation uses phenomenological waveforms, due to their quicker computation time [45, 46]. Phenomenological modelling involves empirically tailoring a model to describe observed phenomena consistent with theoretical predictions, without being derived from theory itself. In the case of BBH GW, phenomenological models are constructed in a manner which minimises the number of parameters required to fully describe the waveform [44]. This is done by combining several waveform parameters into one which models the effects of those parameters. In this way, degeneracies are removed and calculations become much less computationally expensive. Calibrations with NR waveforms are conducted over the parameter space in which the approximant is desired to be reliable.

The model used to synthesise all waveforms in this investigation is IMRPhenomPv2 [32], which constructs waveforms in the fourier domain (frequency) rather time-evolving the waveform. IMRPhenomPv2 constructs precessing waveforms by “twisting up” non-precessing waveforms whose inspiral rate is the same, treating precession effects as corrections to a basic waveform shape [46]. This relies on the fact that precession terms to first order do not affect the power radiated. Since the precession terms satisfy $|\dot{L}| = 0$, instantaneous GW emission is of equal magnitude for a given polarisation irrespective of the amount of precession.
3.2 Waveform Parameters

The strain received by an observer of a BBH coalescence is described entirely by 15 parameters. Eight of these parameters are the physical attributes of the black holes themselves: their masses \((m_1, m_2)\) and spin angular momenta \((S_1, S_2)\). These shall collectively be referred to as the intrinsic parameters. The remaining seven relate to the observer: sky location (latitude and longitude), orientation angles (polarisation \(\psi\); phase \(\phi\); inclination \(\iota\)), time, \(t\), and distance, \(d\). These shall be referred to as the extrinsic parameters. A BBH approximant takes values for all parameters at a chosen point in the waveform; either when a given orbital frequency is reached, or at the instant of peak strain [44].

3.2.1 Intrinsic Parameters

The black hole masses, \(m_1, m_2\), will always be defined in this investigation such that \(m_1 \geq m_2\) in order to omit degeneracy between waveforms where the masses are identical but reversed. Using total mass, \(M = m_1 + m_2\), and mass ratio, \(q = m_1/m_2\) with this criterion averts the degeneracy between waveforms where both masses are the same in each case, but our parameters label them the opposite way round. An alternative method is used in the PN equations (implied by the PN expansion (Section 2.1), where chirp mass, \(M_c\), and the symmetric mass ratio, \(\eta = m_1m_2/M^2\), are the two mass parameters.

The spin vectors, \(S_1, S_2\), of the two black holes include six independent parameters with numerous degeneracies. Waveform models reduce this number by combining the spin components aligned with \(\hat{L}\), and combining the remaining components, which all act in the orbital plane. This shall be described in detail in Chapter 3.

3.2.2 Extrinsic Parameters

Time, \(t\), dictates at what point in time all the other parameters are given their prescribed values. Some parameters are constant throughout the waveform, but others oscillate or vary and so the point in the waveform at which they are given a certain value must be set. This is typically done via prescribing the parameters at a given orbital frequency and setting the time of coalescence, \(t_c\), as a reference time for the rest of the waveform.

Distance, \(d\), from the observer to the source scales the waveform amplitude as \(1/d\). This is, of course, uniform over the full duration of the waveform and so irrelevant to the effects of precession. However it does contribute to the sensitivity of the detectors to a given signal; for a given waveform, there will be a horizon distance
beyond which the signal cannot be detected. This can be used for calculations of effective volumes of sensitivity towards waveforms in a certain class (see [67]).

Polarisation, $\psi$, dictates the contribution of the two independent GW polarisations to the amplitude of the observed strain at time, $t$. Figure 3.1 shows the instantaneous emission amplitude profile of plus-polarised and cross-polarised waves as a function of inclination. Notice that no cross-polarised radiation is emitted in the orbital plane.

![Figure 3.1](image)

Figure 3.1: Relative amplitude (to first-order) for instantaneous GW emission vs inclination, $\iota$, for plus-polarised (+) and cross-polarised (×) waves. The arrow represents $\hat{L}$, the black circle represents the unit sphere.

Inclination, $\iota$, between $\hat{L}$ and the observer’s line-of-sight, $\hat{N}$, affects the amplitude of the received waveform. The amplitude profile over $\iota = [0, \pi]$ differs for the two independent polarisations, as can be seen in Figure 3.1, and so the amplitude of the polarisation being observed at any time is a function of both $\iota$ and $\psi$. From Figure 2.3 we know an observer of a precessing BBH sees an oscillation of polarisation and inclination over the course of a waveform. The two parameters $\iota$ and $\psi$ together dictate where on the precession cone $\hat{L}$ is pointed at time, $t$, relative to the observer. That is to say, in a precessing system $\iota, \psi$ do not remain constant but fluctuate in accordance with the precession cone and its orientation relative to the observer.

Sky location (right ascension, $R.A.$, and declination, $Dec.$) is degenerate with $\phi$ and $\psi$. Specifically, sky location dictates the orientation of the detector with respect to the source, which is equivalent to a transposition of the orientation of the
source. As a detector’s sensitivity is dependent upon the GW polarisation, it is also
dependent on sky location. The detector response to a source is also dependent on
sky location, since the direction of propagation affects the magnitude of arm-length
oscillations as described in Section 1.2.2.

Orbital phase, $\phi$, is a measurement of how far through one period the has BBH
 orbited, where the origin ($\phi = 0$) is defined in relation to the line-of-sight dependent
upon the approximant being used. Some approximants set the orbital phase at
the same time or frequency as the other parameters, whilst others set it as the
coalescence phase.

### 3.3 Appropriate Parameters to Measure Observed Precession

In principle, estimates for all fifteen parameters described in Section 3.2 could be
constrained for a detected signal with a high enough SNR. However, with current
detector sensitivities signals are rarely going to be so loud [13], and there are a num-
ber of degeneracies between many of these parameters which cause many waveforms
from different sources to look very similar. These degeneracies can be utilised to
reduce the number of parameters needed to describe a complete waveform in order
to increase the computational efficiency and sensitivity in GW search algorithms.
This section describes the formulation of some such alternative parameters which
are useful specifically for investigating precession.

#### 3.3.1 Reduced Spin Parameters

The initial conditions of a CBC waveform are set in a coordinate system where
the $\hat{z}$-axis is defined as $\hat{z} \equiv \hat{L}$. That is to say, all aligned spin is contained in the
$\hat{z}$-component. If the black holes’ spin-vectors have non-zero $S_x$ and $S_y$ components,
the precession cone must have a non-zero opening angle. The spin components
aligned with the orbital momentum vector, $S_{1z}$ and $S_{2z}$, will induce an effect of
their own, decreasing or increasing the rate of inspiral, dependent upon whether the
mass-weighted addition of the spins are aligned ($\uparrow\uparrow$) or anti-aligned ($\uparrow\downarrow$) with $\hat{L}$ [68].
These effects and those of precession are entirely independent.

Regardless of spin magnitude or to which mass the spin belongs, the perpendic-
ular components are exclusively significant for calculating the precession. Thus, it is
possible to reduce the number of parameters defining the spins of the black holes by
combining the two “parallel” spin components $[S_{1z}, S_{2z}]$ and, independently, com-
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bining the four “perpendicular” spin components \((S_{1x}, S_{1y}, S_{2x} \text{ and } S_{2y})\). This has been done in previous work [44, 32], in which two dimensionless spin parameters were defined and have subsequently been used to accurately approximate the effects of the full 6-component spin-vector parameter space. Such a model (which only adopts first order spin-spin coupling terms) does forfeit some parameter estimation capabilities, but induces minimal inaccuracies when modelling inspiral waveforms.

The first of the two reduced spin parameters considers only the spin components aligned with the orbital momentum: \(S_1, S_2\). By first defining aligned dimensionless spin for black hole, \(i\):

\[
\chi_i = \frac{\mathbf{S}_i \cdot \hat{\mathbf{L}}}{m_i^2},
\]

the aligned spin parameter can be defined as

\[
\chi_{\text{eff}} = \frac{m_1 \chi_1 + m_2 \chi_2}{M},
\]

where \(M = m_1 + m_2\) is the total mass of the BBH system [42]. The other reduced spin parameter encompasses all four perpendicular spin components:

\[
\chi_p = \max(B_1 S_{1\perp}, B_2 S_{2\perp})/B_2,
\]

where the masses are chosen such that \(m_1 > m_2\) and \(S_{i\perp} = (S_{ix}^2 + S_{iy}^2)^{1/2}/m_i^2\) [32]. \(B_i = 2 + (3m_{3-i})/(2m_i)\) is the PN-corrected mass-weighting for precessional spin-orbit coupling [57].

The aligned spin parameter, \(\chi_{\text{eff}}\), stores the magnitude of aligned-spin effects upon the orbit. The two spins are mass-weighted (with PN-corrections) and summed. The second new dimensionless parameter, \(\chi_p\), stores the magnitude of precession. The mass-weightings also act to normalise the parameters to the respective ranges of \(-1 \leq \chi_{\text{eff}} \leq 1\) and \(0 \leq \chi_p \leq 1\). Negative values of \(\chi_{\text{eff}}\) represent an aligned spin anti-parallel to \(\mathbf{L}\). After the precessional spins are mass-weighted the maximum value is adopted, ignoring the contribution from the other black hole entirely. This approximation is, in effect, an average over one orbital period. The less significant \(S_{i\perp}\) component spends equal time in alignment with the greater \(S_{i\perp}\) as it does in opposition to it over one orbit, and so its time-averaged contribution is zero (to first order) [46].

Current waveform models use an aligned spin parameter with an additional term to \(\chi_{\text{eff}}\):

\[
\chi_{\text{PN}} = \chi_{\text{eff}} - \frac{38}{113} \eta (\chi_1 + \chi_2),
\]
recalling the symmetric mass ratio, \( \eta = m_1m_2/M^2 \), which adds the contributions from next-to-leading order PN terms (see Eq. 1.58 in [42]). The waveform approximant we use in this investigation adopts the additional term in its simulation, but it contributes little towards the parameter for the regions of parameter space this thesis investigates (less than 5% for all waveforms). For clarity, we refer to the value of effective aligned spin using \( \chi_{\text{eff}} \).

### 3.3.2 Switching to \( \hat{J} \) as Reference for Orientation

Precession is not observable in a single orbit, as its effects are only apparent when the waveform is long enough for the precession cycle to have progressed (introducing phase and amplitude modulation). The closer a parameter is to constant throughout a waveform, the more precisely its relationship with observed precession can be assessed. Due to the fact that \( \iota \) is defined as the inclination from \( \hat{L} \), it oscillates throughout a precessing waveform. The two other source orientation parameters, \( \phi \) and \( \psi \), also track with \( \hat{L} \).

A description of the orientation of the source comprising of more inert coordinate parameters would help us understand their physical meaning. Such parameters can be facilitated by drawing them from \( \hat{J} \), rather than \( \hat{L} \). We define the angle between observer and \( \hat{J} \):

\[
\theta_{JN} = \hat{J} \cdot \hat{N},
\]

(3.5)

which acts much like \( \iota \) whilst having the benefit of being invariant through the precession cycle. Gravitational radiation draws energy from the orbit, thus \( \dot{L} < 0 \), and as negligible energy is lost from \( S \), total angular momentum must also evolve: \( \dot{J} < 0 \). The laws of conservation demand that the energy emitted via GW is equal to the orbital energy lost, and the energy lost does not affect \( \hat{J} \), from which we can infer \( \dot{J} \propto J \). It is therefore appropriate to assume \( \dot{\theta}_{JN} \approx 0 \) holds true throughout the waveform for all CBC sources.

The precession cycle causes undulations in the evolution of \( \phi \), since the parameter is being affected by two rotations simultaneously - the orbit and the precession. An elegant way to separate these effects is to use a parameter describing the precession phase, i.e. how much of one precession cycle \( \hat{L} \) has completed. The precession phase is defined as the angle between a fixed unit vector, \( \hat{x} \), and the projection of \( \hat{J} \) into the orbital plane [32]:

\[
\phi_{JL} = \hat{x} \times (\hat{J} \times \hat{L}).
\]

(3.6)

IMRPhenomPv2 defines \( \hat{x} \) as the positive vector (rightwards) in the orbital plane perpendicular to the projection of \( \hat{N} \) into the orbital plane. Orbital phase remains
a necessary independent parameter to describe a waveform, since $\phi_{JL}$ alone cannot define the position of the masses on their orbit, but we now have a phase parameter which is independent from orientation.

Figure 3.2: The precession of $\hat{L}$ in a co-rotating frame with the opening angle, $\beta$, labelled. A physical representation of the precession phase, $\phi_{JL}$, and orbital phase, $\phi$, are also labelled.

Figure 3.2 is a similar diagram to Figure 2.3, with the two phase angles labelled along with $\beta$. It illustrates the advantages of using $\phi_{JL}$: as $\hat{N}$ fluctuates through $\iota$, he will be rotating with the orbit at some points and against the orbit at others, causing the orbital frequency to appear to oscillate with an amplitude dependent on $\iota$ (the modulations described earlier and seen in Figure 2.4). In contrast, the precession rate, $\dot{\phi}_{JL}$, is dependent only on $J$.

Polarisation oscillates in a precessing waveform in accordance with the precession cycle, much like the orbital phase. For any change in $\hat{S}$ corresponding to a rotation about the precession cone, there is an equivalent change in $[\phi_{JL}, \psi]$. The amplitude profile of the two polarisations begin to differ as $\iota$ approaches the orbital plane (see Figure 3.1), and so the magnitude of the amplitude fluctuations observed is dependent on the inclinations through which $L$ is sweeping as it precesses. All of this is well-defined, as $\psi$ is constant without precession, unlike orbital phase. Therefore, $\psi$ need not be adapted or changed for this investigation.
3.4 Matched Filtering

The methods used to detect a GW signal from CBC in data collected by a LIGO detector heavily depend on the process called matched filtering. This is a technique generally used to find a specific signal embedded within a noisy data series. It requires a template: a synthesised exact copy of the signal intended to be found (created using either NR simulations or PN approximants). The template is treated as a vector, $h$, a data time-sample (of the same length as the template) is taken as another vector, $s$, and the inner product is calculated in a cross-correlation function for the two vectors [69]:

$$ (h|s) \equiv 4\Re \int_{0}^{\infty} \frac{\tilde{h}^*(f)\tilde{s}(f)}{S_n(f)} df, $$

(3.7)

where an asterisk denotes complex conjugation, $S_n(f)$ is the one-sided power spectral density and $\tilde{h}(f)$ is the Fourier transform of $h(t)$:

$$ \tilde{h}(f) \equiv \int_{-\infty}^{\infty} e^{2\pi ift} h(t) dt. $$

(3.8)

A power spectral density (PSD) describes the frequency-dependent power of the data within which the signal lies. If the detector is particularly noisy in a certain frequency range, the portion of the signal in that frequency range is not going to be as prominent, and so is not as valuable to the inner product. To this end, a PSD effectively weights the power of the frequencies in the signal according to their visibility in the detector data. If waves of a given frequency are loud compared to the PSD for that frequency, they will contribute more to the signal power than other frequencies. Similarly, if waves of a given frequency are no more powerful than others, but they are emitted over a longer duration, those waves will contribute more to the signal power. The PSD is “one-sided” as we restrict our search to positive frequencies.

PSDs are estimated via taking multiple “chunks” of data and analysing its behaviour through all frequencies. Here, we are not investigating a specific observing run, nor are we concerned with the noise characteristics of a detector, and so the PSD employed in this investigation shall be chosen to represent optimal data from a hypothetical Advanced LIGO observing run where the sensitivity has not been tuned for specific astrophysical sources, named the $aLIGO$ zero-detuned, high-power (ZDHP) PSD. Figure 3.3 (taken from [70]) shows the noise-frequency curve of the ZDHP PSD along with the theoretically optimal curves for all major noise contributions (from which this PSD is calculated).
3.4. Matched Filtering

Figure 3.3: Reproduction of Figure 1 from [70]. Noise-Frequency curve for the PSD used for all matched filtering calculations in this thesis (zero-detuned, high power), labelled here as "Total noise". It is calculated as a summation of theorised optimal contributions from all identifiable noise sources, which are also plotted.

For our purposes, a template is a waveform produced by an approximant; the properties of the BBH source are known, and the signal is cut off at a specified frequency. In a matched filtering search for a signal, the inner product between data and template is calculated repeatedly, incrementally shifting the coalescence time of the template along the detector data time-series. During this process, the inner product is also maximised over the coalescence phase of the waveform.

The maximum possible signal power retrieved for any signal in a given PSD is equal to the inner product of the signal’s perfectly matching template with itself: $\langle h | h \rangle$ (in effect, this is the magnitude of the template vector). To first approximation, the SNR of a waveform is $\rho(h) \approx \sqrt{\langle h | h \rangle}$.

Replacing the detector output with another template in Eq. 3.7, the inner product between between two waveforms can be written as [71]

$$\langle h_1 | h_2 \rangle \equiv 4 \int_0^\infty \frac{\tilde{h}_1(f)\tilde{h}_2^*(f)}{S_n(f)} df.$$  \hspace{1cm} (3.9)

The correlation is maximised over the waveforms’ time and phase, and normalised
over the product of the template magnitudes to give the Match [72]:

\[
\mathcal{M} = \frac{\max_{t_c, \phi_c}(h_1|h_2)}{\sqrt{(h_1|h_1)}\sqrt{(h_2|h_2)}},
\]

(3.10)

where \( t_c \) denotes coalescence time and \( \phi_c \) denotes the coalescence phase: \( \phi_c = \phi(t_c) \). A match of \( \mathcal{M} = 1.0 \) indicates the two waveforms are identical. A low Match indicates they are very dissimilar. What constitutes a “low” Match is dependent upon the purposes for which it is being employed.

### 3.5 Template Banks

A comprehensive search for CBC gravitational waves requires matched filtering to be carried out for all possible signals any CBC can produce. This requires a large number of prepared templates, where a matched filtering algorithm is carried out between the data and those templates to find the best-matching template. If that Match is high enough, the signal is assumed to have been produced by a source with similar parameters to that template. Subsequently, various analyses take place such as false-alarm checks, parameter estimation and error calculation. To summarise, having found the best-matching template, the significance of the detection must be evaluated - if the data Matches well with the template, but also looks characteristic of detector noise around that time, then the likelihood of the signal being of astrophysical origin is significantly reduced. The SNR of a signal is defined as the cross-correlation of the signal with the template, divided by the SNR of the template with itself (using the same PSD for each calculation) [73]:

\[
\rho(s) = \frac{(s|h)}{\sqrt{(h|h)}}
\]

(3.11)

The catalogue of templates used in searching the data for signals is called a template bank. Each template in a bank is unique - specific to a source of given parameters.

Template banks employed for BBH searches in the first two Advanced LIGO observing runs cover the whole of non-precessing parameter space for \( M \leq 100M_\odot \) and \( \chi_{\text{eff}} \leq 0.99 \) [74]. There is no reason to doubt the existence of higher mass binaries, but searches for such events are often treated separately, both due to the natural trend towards extreme mass ratios in such populations and to restrict the size of the template bank to a manageable level. Additionally, IMRPhenomPv2 is not calibrated for BBH systems with mass ratios above \( q = 12 \). For these reasons we
focus only on systems with total masses of \( M \sim \mathcal{O}(10 M_\odot) \).

No template bank including precessing BBH waveforms has yet been implemented in search algorithms. Previous studies have concluded that such a search would be too inefficient to carry out a matched filtering process in a reasonable time frame, and would also increase the false-alarm rate (the statistical background) so much as to counteract any extra sensitivity gained towards precessing BBH systems [75, 76]. However, it has been shown that a significant proportion of parameter space remains uncovered by non-precessing template banks [67].

The drawbacks of a fully comprehensive search may be overcome if a selective template bank is formed, where precessing templates are included only if they are significantly dissimilar to all templates in the non-precessing region of parameter space (as well as already-accepted precessing templates). This would ensure precessing templates are only added to the bank in areas of parameter space where they will have the greatest impact on the bank’s effectiveness. Areas of parameter space where precessing templates are not significantly dissimilar to those of non-precessing waveforms would act to inflate the size of a template bank without contributing much to the overall sensitivity of the search, thus omitting such areas from the bank would help reduce the aforementioned problems concerning precessing template banks. As previously stipulated, this thesis works towards identifying areas in parameter space where observed precession is most prevalent. Further work could incorporate the results found here into analysis on source-specific detector sensitivity in order to create a method of choosing precessing waveforms to include into an optimally filled BBH template bank.

### 3.5.1 Populating Template Banks

The process of constructing a template bank involves testing a candidate template, and if it does not give a Match value above a predetermined level with any already-accepted templates, it is added to the bank. A template bank is populated by one of two types of algorithm: the geometric method and the stochastic method. The stochastic method adds templates with randomly chosen parameter values, only rejecting those that match too closely with already-selected templates [77]. The geometric method involves creating a series of two-dimensional hexagonal grids of waveforms in the parameter space (the planes must be in the space of two parameters which exhibit no degeneracy with any other parameters), upon which the rest of the parameter space is filled using the stochastic method [78]. No suitable two-dimensional plane has yet been found to form a geometric grid of templates which includes precession, nor is there any reason to assume such a plane exists - the
number of degenerate parameters is too large for the geometric approach to be applicable [75]. Therefore, any attempt to construct a “precessing template bank” would adopt the stochastic method.

The sensitivity of a matched filtering search is limited by the fitting factor of the template bank being used. A bank uses the criterion $\mathcal{M} \leq \mathcal{M}_{\text{min}}$ to assess whether a candidate template is accepted. If the Match satisfies this criterion, the candidate template is accepted into the bank. For a perfect template bank, $\mathcal{M}_{\text{min}} = 1$. However, this would require an infinite number of templates - ensuring a perfect Match for any waveform within the designated parameter space. This is, of course, computationally impossible. Lowering the chosen value of $\mathcal{M}_{\text{min}}$ reduces the number of templates needed to cover the desired parameter space. However, the lower $\mathcal{M}_{\text{min}}$ is set, the more likely it is that false detections are made and real signals are missed. Typically, $\mathcal{M}_{\text{min}} = 0.97$ is chosen, since this corresponds to an effective volume of $V_{\text{eff}} = V \mathcal{M}_{\text{min}}^3 \approx 0.9V$, where $V$ is the total volume of space to which a perfect search is sensitive [79].

In an ideal stochastic template bank, the templates would lie close enough in parameter space so that the Match of any potential signal gives a value $\mathcal{M} \geq \mathcal{M}_{\text{min}}$ with at least one adjacent template. In practice, it would be extremely computationally costly to fill a bank in such a way, thus the construction of a template bank stops after an appropriate fitting factor is reached (the fraction of total parameter space which gives a Match with at least one template satisfying $\mathcal{M} \geq \mathcal{M}_{\text{min}}$). Generally, a bank is taken to be full when its fitting factor, $FF$, satisfies $FF \geq \mathcal{M}_{\text{min}}$ [77, 80]. Naturally, the number of templates required to fill a bank is dependent on $\mathcal{M}_{\text{min}}$ and the size of parameter space being covered.

3.6 The Parameter Space of Interest

3.6.1 Relevant Parameter Space

The investigation will cover a number of different combinations of values for $m_1, m_2$ to identify where in that two-dimensional parameter space precession presents. Mass ratios will not exceed $q = 12$ since IMRPhenomPv2 is not considered reliable beyond that limit for high masses [32]. Total mass will be kept within order $O(10M_\odot)$, for reasons given in Section 3.5.

The ranges of $\chi_p \in [0, 0.99]$ and $\chi_{\text{eff}} \in [-0.8, 0.8]$ shall be explored, given that $\chi_p = 0.99$ is the calibration limit of IMRPhenomPv2. It should be noted that for cases where $\chi_{\text{eff}} \neq 0$, a physical limit is placed on $\chi_p$, since the spin magnitude of a black hole cannot exceed the Kerr limit: $|S| < 1$. 
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We shall include the full ranges of \([\theta_{JN}, \psi, \phi_{JL}]\) in our investigation, but geometry dictates that for a given source, half the coordinate sphere of \([\theta_{JN}, \psi]\) is a reflection of the other half, so we only take values of \(0 \leq \theta_{JN} \leq \pi\).

Sky location affects the polarisation observed and the overall sensitivity (using arguments discussed in Section 1.2.2), and so the difference in sensitivity between two sky locations is dependent upon the orientation of the source. We do not account for detector sensitivity in this investigation - we are only concerned with the observability of precession in waveforms. We also do not consider multiple detector analysis (which would both act to improve sensitivity and dramatically complicate things), and so the effects of sky location upon observed precession are left for future research. The sky location for all waveforms used in this investigation will be directly above the detector.

Time is, of course, needed to track the waveform evolution. But a reference time (e.g. coalescence time \(t_c\), at which the waveform strain peaks) is only relevant if the data and, thusly, noise is time-dependent. This investigation is using a theoretical PSD to Match templates - we are not using real data. Therefore, time has no influence on our results.

Distance, \(d\), to the source would only be relevant if noise and the detectable threshold of a given signal are being assessed. Since the calculation of \(M\) maximises over amplitude (given that the templates are treated as normalised vectors), distance makes no difference in Match calculations. All waveforms constructed in our research are given a distance of \(d = 410\) Mpc.

### 3.6.2 Wave Frequency and Initial Conditions

There is another variable which we must care to consider when matching waveforms. The original set of 15 waveform parameters alone describe all possible CBC waveforms, but they do not specify the “beginning” of a waveform. In order to create a template, an approximant must be given the initial conditions of the source from which which the equations governing its evolution and GW emission can be calculated. The initial conditions are simply the values assigned to the 15 parameters when the waveform begins. Some orientation parameters, such as the orbital phase, are not constant, so the point at which they are assigned may affect the waveform shape and the Match. The gravitational wave frequency, \(f_{gw}\), is a convenient parameter to use to dictate where the waveform begins, as it is hermetically set by the intrinsic source parameters (GW frequency is double the orbital frequency) and has a well-defined albeit non-linear relationship with waveform length. Using \(f_{gw}\) to set the initial conditions is also useful for analysing the signal power contribution from
different frequencies. The end of a waveform is cut off during the ringdown once the mean amplitude drops below a given threshold [44].

Carrying out matched filtering searches on template banks whose waveforms are very long would be computationally costly, since more templates would be needed (longer templates naturally lead to smaller deviations in the parameter values having a greater effect on the Match) and the Match calculations taking longer to compute. This would have very little benefit if most of the waveform length is in a region of poor detector sensitivity (see Figure 3.3). Conversely, a short template may not recover the whole signal, leading to artificially inflating the Match if the missed portion of the signal would have significantly deviated from the template in sensitive frequencies. If a template is longer than a visible signal, a portion of the template is redundant in the Match calculation, since the signal power will be dominated by the portion of template which overlaps. To optimise the inner product calculation’s faithfulness to true parity between a template and signal whilst minimising computational cost in constructing the template bank, the template must be long enough to cover the whole of the visible signal, but not significantly longer.

The signal power of all GW observations to date have received negligible contributions from the portions of waveforms with wave frequencies lower than 30Hz (e.g. [19, 21]). This is due to the low signal power contribution from these frequencies even though the sources spend a comparatively long time in this frequency region, since the background noise rises rapidly as frequency decreases below $f_{gw} = 30$Hz. However, the ZDHP PSD used in this investigation represents a much lower noise curve than the current detectors, and so noticeable contributions to the signal power are possible from frequencies lower than 30Hz. Our investigation will predominately focus on waveforms beginning with wave frequencies of 30Hz to approximately cohere with current detector capabilities. The reason we use the ZDHP PSD is so that we may observe differences in observable precession for longer waveforms (where the wave frequency is started at 20Hz) in order to provide further insight. Less sensitive PSDs (such as those derived from real LIGO data) would not permit enough signal power to be recovered in that frequency band to observe a significant difference in the results. Furthermore, we shall see that $f_{gw} = 30$Hz sits in the frequency range which contributes the most signal power for many of the sources we investigate, since the comparatively low signal strength is overcompensated by the longer duration spent in these frequencies. Thus choosing this frequency to set the parameter values means we know the parameters at the detector’s peak sensitivity. This does not apply for all waveforms, and we shall explore the reasons for the exceptions when we find them.
3.7 Objectives

The Match equation (Eq. 3.10) enables us to quantify the difference between waveforms. We can use it to investigate how much a waveform changes if a parameter value is varied. The main objective of this thesis is to identify relationships between waveform parameters and observable precession in order to find areas of parameter space where precession has the greatest effect on the observed waveform. Using Eq. 3.10 to compare non-precessing waveforms with waveforms of precessing systems allows us to quantify how much precession we would observe if we were to detect such a signal. If a precessing waveform Matches well with a non-precessing waveform, we may deduce that our current template banks are already sensitive to such a signal, and so we need not attempt to improve our methods to increase our sensitivity to such sources. Conversely, if the Match between a precessing waveforms and a non-precessing waveform is poor, we may deduce that adding such a waveform to our template banks could improve our overall sensitivity, and crucially, sensitivity towards precessing BBH sources.

Calculating a waveform’s contribution to a search algorithm’s sensitivity requires more than analysis of Match calculations - sensitivity to a source is also highly dependent on the power of the signal. A template is only worth including in a bank if the volume of space for which a detector would be sensitive to such a source is above a certain threshold, assuming the population density of such a source is also sufficiently high. In this thesis, we aim only to investigate where in parameter space we could find precessing BBH given that the SNR is high enough and attempt to identify trends, leaving the application of specific detector sensitivities for future research.

Using only the “nearest” non-precessing template to the precessing signal also allows us to identify relationships between parameters and observable precession without conflating them with trends caused by the effectualness of the aligned-spin bank recovering precessing signals as it varies across parameter space. Understanding both of these effects independently would be beneficial on the path to creating an effective precessing template bank, but here we choose to focus solely on trying to understand how parameters affect observable precession.
Chapter 4

Results

4.1 Method

We calculate the Match between precessing and non-precessing waveforms, changing the parameter values to cover a section of parameter space. We make the assumption that the non-precessing waveform which produces the best Match with a given precessing waveform has identical intrinsic parameter values besides the non-aligned spin components. In reality, this is not the case. A more rigorous assessment of observable precession where each precessing template is matched filtered against a complete non-precessing template bank would produce higher Matches in some areas of parameter space (for example, the centre graph of FIG. 1 in [67] shows an aligned-spin bank for NSBH coalescences can recover certain highly precessing signals). Such an investigation would produce a more precise set of results indicating where in parameter space precession is undetectable. However, our objectives are to identify trends between waveform parameters and observable precession, whilst maximising over a full template bank would induce other patterns in the results caused by the varying efficacy of the aligned spin bank recovering precessing signals across parameter space, as explained in Section 3.7. The more basic approach used here allows future research to identify those patterns caused by maximising the Match over a template bank, which would otherwise be very difficult to distinguish from the trends caused by the influence on observable precession by individual parameters.

The choice to use the theoretically optimal PSD for LIGO will maximise the signal power and thus the disparity between waveforms. Thus, one may consider the results presented in this thesis as the most optimistic portrayal of the disparity between precessing and non-precessing signals. We may consider the areas of good Matches we find as the minimum proportion of parameter space (in the given do-
main) in which precession cannot be observed by LIGO, as those Matches represent waveforms of negligible observable precession, which our choices have maximised.

For non-precessing waveforms, the orientation parameters (and distance) only affect the observed amplitude. Since we are using an approximant with reduced spin parameters, only three parameters relevant to our investigation affect the Match of a non-precessing waveform: \( m_1, m_2, \chi_{\text{eff}} \). (More generally, there are four non-precessing parameters which contribute to the Match: \( m_1, m_2, S_1, S_2 \).) When referring to orientation parameters henceforth, we exclusively mean those of the precessing waveform, where they could affect the Match since the orientation of a precessing source is not constant. All waveforms are generated from an initial frequency of \( f_{gw} = 30\text{Hz} \), with their parameter values set at that frequency, unless otherwise specified. We perform Match calculations for precessing waveforms in 2D planes of parameter space where the non-precessing waveforms are given the same values for those intrinsic parameters as the precessing waveforms with which they are being Matched. Each 2D plane will cover ranges of two parameters within the group \( [\chi_p, \theta_{JN}, \psi, \phi_{JL}] \), whilst the remaining two parameters are fixed. From these results we will be able to identify the influence those parameters have on observed precession, and also how they influence each other’s effects.

Henceforth, all angles will be expressed in degrees for the sake of clarity. The range of \( \mathcal{M} \) will be constant for all plots: \( [0.42 \leq \mathcal{M} \leq 1] \), to facilitate easy by-eye comparisons. In the few cases where Matches gave values \( \mathcal{M} < 0.42 \), they are coloured the same as \( \mathcal{M} = 0.42 \). The results are arranged into four cases. Case 1 investigates Matches for waveforms of zero aligned spin and a single combination of masses: \( m_1 = 20M_\odot, m_2 = 5M_\odot, \chi_{\text{eff}} = 0 \). This is our focal set. Cases 2, 3 and 4 investigate the influence of aligned spin, mass ratio and total mass respectively. In order to keep the scope of this investigation manageable, we choose not to change the other intrinsic parameters from its value in our focal set in each case.

## 4.2 Case 1: Fixed Masses, Zero Aligned-Spin

We begin our investigation by considering BBH waveforms from our focal set: sources with masses of \( m_1 = 20M_\odot, m_2 = 5M_\odot \) and zero aligned spin, \( \chi_{\text{eff}} = 0 \). These masses were chosen to lie approximately within the 90% confidence interval of a detected BBH coalescence, GW151226 \[81\], thus it is safe to assume a waveform from such a source is typically observable. All the parameter values are set at the initial frequency of each waveform, \( f_{gw} = 30\text{Hz} \).
4.2.1 Variation of Match with Precessing Spin and Orientation

We choose to first investigate 2D planes in $[\chi_p, \theta_{JN}]$, fixing $[\phi_{JL}, \psi]$. An array of Matches were calculated between a template of a non-spinning waveform spanning the full range of $\theta_{JN}$ and $\chi_p$, repeating this whilst setting $\psi$ and $\phi_{JL}$ at different values for each plane. The planes are shown in Figures 4.1 and 4.2.

Immediately, we see that there is a large region where Matches are good on every plot. For $\chi_p \lesssim 0.3$, $\mathcal{M} > 0.97$ except where $\psi \gtrapprox 30^\circ$ and $\theta_{JN} \approx 90 \pm 20^\circ$. Very few Matches of $\mathcal{M} < 0.9$ occur below $\chi_p = 0.3$, almost all of which are within $\theta_{JN} = 90 \pm 10^\circ$.

Match falls rapidly as $\chi_p$ increases beyond $\chi_p > 0.3$, and the worst Matches are generally centred upon $\theta_{JN} = 90^\circ$. Recall that waveforms beginning edge-on have an inclination of $\iota = 90^\circ$. Depending on the orientation parameters, such cases have a value of $\theta_{JN}$ in the range: $90^\circ - \beta \leq \theta_{JN} \leq 90^\circ + \beta$, where $\beta$ is the opening angle of the precession cone. Therefore, waveforms beginning edge-on would not always be at $\theta_{JN} = 90^\circ$, but the range they cover would be symmetric about that line in these plots. We see the worst Matches following that same pattern, generally in the realm of very high precessional spin. We can also see patches of marginally better Matches within the poorest areas at very high $\chi_p$. However, the plots are not perfectly symmetric about $\theta_{JN} = 90^\circ$, largely due to the non-central positioning of these patches.

Let us now focus on the influence of $\phi_{JL}$ and $\psi$. In cases where the waveform starts entirely plus-polarised or entirely cross-polarised (top and bottom rows, respectively), a shift in $\phi_{JL}$ of $180^\circ$ acts to reflected the plot through $\theta_{JN} = 90^\circ$.

Comparing plots with polarisations of $\psi = [15^\circ, 30^\circ]$ (the second and third rows, respectively), we see that the symmetry somewhat holds between plots of $\phi_{JL} = 90^\circ$ and $\phi_{JL} = 270^\circ$. Yet there is no such symmetry in the planes for $\phi_{JL} = 0^\circ, 180^\circ$. This suggests a relationship between $\phi_{JL}$ and $\psi$ which cannot be well understood using these plots. As $\psi$ approaches total cross-polarisation, we see the poorest Matches fall to lower values of $\chi_p$ and become more tightly constrained towards $\theta_{JN} = 90^\circ$.

We see in the planes where $\psi = 45^\circ$ even a marginal quantity of precessional spin produces a very poor Match, but only when $\theta_{JN} = 90^\circ$. Deviating from $\theta_{JN} = 90^\circ$ only slightly launches the Match to $\mathcal{M} > 0.9$. We see no noticeable influence of $\psi$ upon waveforms near $\sin \theta_{JN} = 0$ (where the observer is inside the precession cone), and this remains the case for any value of $\phi_{JL}$. In effect, Matches at $\sin \theta_{JN} = 0$ represent the maximum Match (i.e. minimum observable precession) for a source with a given $\chi_p$. 
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Figure 4.1: Colour plots for $\mathcal{M}$ vs $\chi_p$ vs $\theta_{JN}$, with each row showing results with fixed $\psi = [0, 15, 30, 45^\circ]$ downwards and columns $\phi_{JL} = [0, 90^\circ]$ from left to right.
Figure 4.2: Colour plots for $M$ vs $\chi_p$ vs $\theta_{JN}$, with each row showing results with fixed $\psi = [0, 15, 30, 45^\circ]$ downwards and columns $\phi_{JL} = [180, 270^\circ]$ from left to right.
4.2.2 Variation of Match with Orientation for Fixed Precessing Spin

Now we present results keeping $\chi_p$ constant in order to better understand the influence on the orientation parameters. Figure 4.3 (overleaf) shows results for four planes of constant $\phi_{JL}$ in $[\psi, \theta_{JN}]$, where each waveform was given $\chi_p = 0.6$.

The poorest Matches form a ring, where the centre is positioned somewhere on the line $\theta_{JN} = 90^\circ$, at a value of $\psi$ dependent on $\phi_{JL}$. The patches of better Matches seen within the group of worst Matches in those Figures now appear within the regions of worst Matches in these plots. These regions of worst Matches form rings, all centred upon $\theta_{JN} = 90^\circ$. Plots for $\phi_{JL} = [180, 225, 270, 315^\circ]$ (not shown) produce the same formation of Matches seen in (a), (b), (c) and (d) respectively, but rotated $180^\circ$. This is the same symmetry as seen in Figures 4.1 and 4.2: the reflection in those plots is equivalent to a rotation in a perpendicular plane. Given that we have now fixed $\chi_p$ and $\psi$ is being varied, we are viewing such a plane. Planes of $[\theta_{JN}, \psi]$ for values of $\phi_{JL}$ which differ by $180^\circ$ represent waveforms which began on opposite sides of the precession cone.

Notice that Matches are $\mathcal{M} < 0.8$ across the entire plane, irrespective of $\phi_{JL}$. This coheres with Figures 4.1 and 4.2, where all Matches at $\chi_p = 0.8$ were similarly low. Outside the range $30^\circ \lesssim \theta_{JN} \lesssim 150^\circ$ the Matches become near independent from $\psi$ and never drop below $\mathcal{M} = 0.7$. The lowest Matches forming the ring have a Match of $\mathcal{M} < 0.6$.

The ring of poorest Matches can be understood as a result of the degeneracy between $\theta_{JN}$ and $\psi$ in defining the initial direction of $\hat{L}$ with respect to the observer. Consider Figure 4.3c, where the line $\psi = 45^\circ$ diametrically intersects the circle of poorest Match. At $[\theta_{JN} = 90^\circ, \psi = 45^\circ]$, the observer is orthogonal to $\hat{J}$. An edge-on observer must be orthogonal to $\hat{L}$. Therefore, if we define a vector tangent to $\hat{L}$ in the $[\hat{L}, \hat{N}]$ plane, as the source precesses this tangent describes a circle the same size as the precession cone (i.e. a radius of $\beta$) centred upon $[\theta_{JN} = 90^\circ, \psi = 45^\circ]$.
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(a) $\phi_{JL} = 0$

(b) $\phi_{JL} = 45^\circ$

(c) $\phi_{JL} = 90^\circ$

(d) $\phi_{JL} = 135^\circ$

Figure 4.3: Colour plots for $\mathcal{M}$ vs $\psi$ vs $\theta_{JN}$, with $\chi_p = 0.8$ and fixing $\phi_{JL}$ at the specified values for each plane.
4.2.3 Match and the Opening Angle

Figure 4.4 is a replication of Figure 4.3c with a precession cone tangent circle drawn over the top, centred on \([\theta_{JN} = 90^\circ, \psi = 45^\circ]\). This tangent circle represents the group of \([\theta_{JN}, \psi]\) combinations which place the observer initially perpendicular to \(\mathbf{\hat{L}}\), and in the course of a full precession cycle, the change in orientation describes the same circle. Two separate circles are plotted: the white circle from a first-order approximation by Lundgren and O’Shaughnessy (2014) [82] (an elegant arrangement of Eq. 2.34 using only the magnitude of the spin and orbital angular momenta); the magenta circle for the calculation extracted from the algorithms used by the approximant itself. Lundgren defines the opening angle as

\[
\cos(\beta_{\text{Lund}}) = \mathbf{\hat{L}}_N \cdot \mathbf{\hat{J}} = \frac{1 + \kappa \gamma}{\Gamma_J},
\]

where \(\Gamma_J = |S|/|J|\), \(\gamma = |S_1|/|L|\) and \(\kappa = L_N \cdot S\). The algorithms upon which IMRPhenomPv2 depends to simulate waveforms, the LIGO Algorithm Library (LAL) [83], does not explicitly calculate the opening angle, but one can retrieve all the equations necessary to give a 2PN solution:

\[
\cos\left(\frac{\beta_{\text{LAL}}}{2}\right) = \left(1 + \frac{1}{\sqrt{1 + s^2}}\right)^{1/2},
\]

where \(s = \frac{m_1^2 \chi_p}{L_{2PN} + m_2^2 \chi_{\text{eff}}}\) and recalling the symmetric mass ratio \(\eta = m_1 m_2 / M^2\) for \(L_{2PN} = \eta \left(1 + \left(1.5 + \frac{\eta}{6}\right) v^2 + \left(3.375 - \frac{19.0 \eta}{8} - \frac{\eta^2}{24}\right) v^4\right)\).

We can see a relatively small difference between the two opening angle calculations, caused by the PN terms for \(\beta_{\text{LAL}}\). The purpose of this comparison is to demonstrate the accuracy of first-order precessing terms.

The lowest Matches lie slightly within the tangent circle, with precession becoming increasingly independent from \(\psi\) as the distance from the circle increases. Given that all the points on the circle represent waveforms from sources with the same precession cone, one expects to see very similar Matches for all waveforms which lie on the circle, as is the case.

A null line [84] is an orientation of a CBC source which renders a single detector entirely insensitive to the GW it emits. Looking at Figure ??, we can see that one null line lies within the orbital plane, where \(\iota = 90^\circ, \psi = 45^\circ\). This orientation would render the detector sensitive to purely cross-polarised waves, which are not emitted in the orbital plane, and so no GW would be received from a source at this orientation. A precessing waveform oscillates in both \(\iota\) and \(\psi\) as it precesses, thus
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Figure 4.4: $\chi_p = 0.8, \phi_{JL} = 90^\circ$. A colour plot for $M$ vs $\psi$ vs $\theta_{JN}$, showing the same results as Figure 4.3c overlaid with the precession cone’s tangent circle as calculated by the LAL formula: $\beta_{LAL} = 33.7^\circ$, and Lundgren’s formula: $\beta_{Lund} = 35.9^\circ$.

A null line would appear as a near instantaneous period of zero amplitude in the waveform. Any waveform which lies on the tangent circle sweeps through a null line in each precession cycle. For the plane we are investigating, we deduce that a null line sits on $[\psi = 45^\circ, \theta_{JN} = 56^\circ]$, the left-most point on the tangent circle, using this formula for inclination:

$$\iota = \theta_{JN} + \beta \cos \phi_{JL} = 90^\circ,$$

and the LAL equation for the opening angle, which gives $\beta_{LAL} = 33.7^\circ$ for these sources. Eq. 4.3 is dependent upon the vector from which $\phi_{JL}$ is measured, described in Section 3.3.2 (Eq. 3.6), reproduced here:

$$\phi_{JL} = \hat{x} \times (\hat{J} \times \hat{L})$$

where $\hat{x}$ is the vector in the orbital plane, perpendicular to both $\hat{J}$ and the projection of $\hat{N}$ in the orbital plane, pointed rightward with respect to the observer.

Null lines may be the reason for the non-concentric patch of better Matches within the circle. We carried out the same plot of Matches but fixing $\phi_{JL} = 270^\circ$, thus placing the null line in the plane on the opposite side of the tangent circle, at $\theta_{JN} = 124^\circ$. The results were effectively the same but rotated $180^\circ$ (as described before), placing the patch of better Matches within the circle now slightly lower and left of the circle’s centre.

Waveforms which sweep through null lines exhibit the greatest magnitude of fluctuations in polarisation and amplitude (see Figure 4.5). Thus, waveforms which sweep through null lines, or near them, exhibit the most observable precession and so return the lowest Matches. Any waveform on the tangent circle passes through the null line which sits at $\iota = 90^\circ, \psi = 45^\circ$ on its precession cycle. If the number of precession cycles in a waveform is sufficiently small, the position of a null line “crossing” in a waveform may have an impact on its Match, since it will reduce the contribution to the signal power from the frequencies emitted during that period.

To test this hypothesis, longer waveforms can be Matched and plotted. The
waveforms are giving the same parameter values, but the waveform begins from lower initial orbital frequencies (i.e. the black holes are initially set further apart). This ensures there is a longer waveform to recover with the inner product, reducing the impact of null lines and any difference between the waveforms being Matched has an increased effect on the inner product. If the position of null lines do not affect the signal power of frequencies which contain high observable precession for waveforms of specific orientations, we expect the patch to remain regardless of waveform length.

Figure 4.6: $\chi_p = 0.8$ ($\beta_{LAL} = 30.7^\circ$), $\phi_{JL} = 90^\circ$. A colour plot for $\mathcal{M}$ vs $\psi$ vs $\theta_{JN}$ with longer waveforms, their initial conditions set at $f_{gw} = 20$Hz. The tangent circle to the $\beta_{LAL}$ precession cone is also plotted.

Figure 4.6 shows the Match results of the same waveform parameters as in Figure...
4.4 except for the initial waveform frequency, which was set to $f_{gw} = 20\text{Hz}$. The waveform length is roughly five times longer when started from 30Hz for these intrinsic parameter values. The Match has dropped for all waveforms, due to the differences between the non-precessing template being amplified over the longer inner product. We no longer see an off-centre patch of significantly better Matches within the circle, but a shallow concentric slope towards the circle’s origin. This is to be expected: as the observer moves within the tangent circle, the range of inclinations they observe through the precession cycle becomes shallower and the observed phase oscillations reduce in amplitude, just as in the case where the observer lies just outside the tangent circle. We can therefore deduce that the patches of higher Matches seen in Figure 4.3 are caused by the location of null lines in waveforms of few precession cycles.

The value of $\beta_{LAL}$ given is the opening angle at the initial frequency $f_{gw} = 20\text{Hz}$. It is smaller than the value calculated for the waveforms in Figure 4.4, since at lower frequency the black holes have greater orbital momentum. We can see that the tangent circle produced by this value of $\beta$ accurately traces the lowest Matches. From this, we can deduce that most of the signal power is collected from frequencies near $f_{gw} = 20\text{Hz}$, since if higher frequencies contributed more power, the larger opening angle at those frequencies would cause the worst Matches to occur in a larger circle than the tangent circle calculated from the initial value of $\beta$. In effect, we can use the location of the worst Matches in relation to the tangent circle for the initial value of $\beta$ to assess whether lower frequencies or higher frequencies contribute more to the signal power. This will be useful in Cases 2, 3 and 4.

It is interesting to note that extending these waveforms to much lower initial frequencies would not affect the Matches a great deal more than seen in Figure 4.6, since the ZDHP PSD increases sharply below $f_{gw} = 20\text{Hz}$ which significantly reduces the contribution of this region to the signal power.

Figure 4.7 shows Match results for waveforms with the same parameters as those in Figure 4.3b, but with an initial frequency of $f_{gw} = 20\text{Hz}$. These results demonstrate that, whilst the groups of better Matches around $\theta_{JN} = 90^\circ$ only occur for shorter waveforms, the effect of $\phi_{JL}$ on the shape of the ring of poorest Matches is not dependent on waveform length.

For values of $\phi_{JL}$ where $|\sin \phi_{JL}| \neq 1$, the ring is distorted in the same manner as we see for the shorter waveforms used in Figure 4.3. The $\psi$ coordinate for the centre of the ring also varies with $\phi_{JL}$, just as we saw in Figure 4.3. We may deduce that the distortion of the ring is the result of the degeneracy between $\psi$ and $\phi_{JL}$.

The degeneracy between $\psi$ and $\phi_{JL}$ can be understood if we consider the diagrams in Figure 4.8, which show the line-of-sight, $\hat{N}$, and momentum vectors of a BBH at three stages during a precession cycle in the inertial frame of the observer. In the left and right diagrams, $\hat{J}$, $\hat{L}$ and $\hat{N}$ share the same plane, thus $\hat{N}$ is observing only plus-polarised GW. The middle diagram shows the inclination of $\hat{N}$ to $\hat{L}$ to be at roughly the same as the inclination of $\hat{N}$ to $\hat{J}$, but naturally $\hat{L}$ and $\hat{J}$ are separated by the opening angle, $\beta$. From this, we can deduce that the observer in the middle diagram receives waves of polarisation $\psi = \beta$. Since neither the precession cone nor $\hat{N}$ changes throughout the three diagrams, a change in $\phi_{JL}$ must induce a sinusoidal change in polarisation where the peak is $\Delta \psi = \beta$ above the mean.
4.2. Case 1: Fixed Masses, Zero Aligned-Spin

Figure 4.7: \( \chi_p = 0.8, \phi_{JL} = 45^\circ \). Colour plot for \( \mathcal{M} \) vs \( \psi \) vs \( \theta_{JN} \), using the same parameters as Figure 4.3b with longer waveforms (initial frequency \( f_{gw} = 20\text{Hz} \)).

Figure 4.8: Amplitude profiles for both polarisations, with fixed vectors \( \hat{J} \) and \( \hat{N} \). \( \hat{L} \) is shown to be precessing about \( \hat{J} \). The three plots show the profiles at different stages on the precession cone. The black circle represents the unit sphere. From left to right, \( \phi_{JL} \) has passed through approximately 90° since the previous graph.

Now let us understand why this relationship causes the circle of poorest Matches to distort. From Eq. 4.4 we can deduce \( \cos \phi_{JL} = 0 \) sets the three vectors \([\hat{L}, \hat{J}, \hat{N}]\) coplanar. Using this information and defining \( \psi_{co} \) as the polarisation observed when all three vectors are coplanar, we can loosely describe the initial polarisation as a function of \( \psi_{co} \), \( \phi_{JL} \) and \( \theta_{JN} \):

\[
\psi = \psi_{co} + \beta \cos \phi_{JL} F(\sin(\theta_{JN}), \phi_{JL}),
\]

(4.5)

where \( F \) is some function dependent upon \([\sin \theta_{JN}, \phi_{JL}]\).

We recall that \( \theta_{JN} \) is constant throughout a waveform, thus \( \psi \) oscillates with \( \phi_{JL} \) maximally when \( \sin \theta_{JN} = 1 \) and does not change at all when \( \sin \theta_{JN} = 0 \). Note that observers at \( \sin \theta_{JN} = 0 \) witness no fluctuations in amplitude either, since \( \hat{J} \) is directed at the observer, maintaining the same inclination to \( \hat{L} \). We have not considered here the time-dependence of the opening angle, which we shall discuss later in this chapter.

We can see that \( \psi \) has an average value of \( \psi = \psi_{co} \) (given the limit of many pre-
cession cycles). Therefore, the centre of the ring of poor Matches will be positioned at \([\theta_{JN} = 90^\circ, \psi_{co}]\), since this represents the orientation about which the tangent to \(\vec{L}\) oscillates.

For plots where \(\cos \phi_{JL} = 0\) (Figure 4.3c), \(\psi = \psi_{co}\), and so the three vectors \([\hat{J}, \hat{L}, \hat{N}]\) begin coplanar for all waveforms. In these cases, the waveforms which begin cross-polarised are also the waveforms which are maximally cross-polarised throughout their duration. Hence, they produce the poorest Matches, and sit on the tangent circle.

For plots where \(|\cos \phi_{JL}| = 1\) (Figure 4.3a), we see the Matches wrap around the \(\psi\) axis, where the circle is centred on some polarisation \(\psi \neq 45^\circ\) and overlaps \(\psi = 0 = 90^\circ\) (i.e. \(\psi \equiv \psi + 90^\circ\)). In these plots, the waveforms begin where \(\psi = \psi_{co}\), and the centre of the ring will be positioned at \(\psi = 45^\circ + \beta\), since the \([\hat{J}, \hat{L}]\) plane is perpendicular to the \([\hat{J}, \hat{N}]\) plane, so the polarisation at which the three vectors are coplanar is maximally distant from \(\psi\). Thus, the tangent circle simply translates along the \(\psi\) axis by \(\beta\) degrees (upwards for \(\phi_{JL} = 0^\circ\) and downwards for \(\phi_{JL} = 180^\circ\)).

In cases where the \([J, L]\) plane is neither parallel nor perpendicular to the \([J, \hat{N}]\) plane, \(\Delta \psi = \psi - \psi_{co}\) is dependent upon \(\theta_{JN}\) such that the precession cone tangent appears elliptical. Whilst we fall short of being able to fully describe this shape as a function of \(\phi_{JL}\), we know the tangent circle is truly circular at \(\phi_{JL} = [0^\circ, 90^\circ, 180^\circ, 270^\circ]\) and its centre can be approximated by the coordinates:

\[
(\theta_{JN}, \psi)_{cen} = (90^\circ, \beta \cos \phi_{JL} + 45^\circ).
\]  

The ellipticity of the circle is not very high, and reduces with lower \(\chi_p\). We may approximate the ring of poorest Matches as a circle for all planes in \(\phi_{JL}\), giving:

\[
\sqrt{(\theta_{JN} - \theta_{JNcen})^2 + (\psi - \psi_{cen})^2} - \beta = 0
\]  

To conclude, we have constructed a formula which approximates where the poorest Matches can be found in the parameter volume \([\theta_{JN}, \psi, \phi_{JL}]\) for the focal set’s values of \([\chi_{eff}, q, M]\). Matches improve in a roughly radial form away from the circle, thus \Eq{4.7} could be used as a basis for further research to define a function mapping to all Matches in parameter space.
4.3 Case 2: Variation of Match with Aligned Spin

Now we have an understanding of the effects of orientation on observed precession, we can assess how the intrinsic parameters affect these patterns. First, we study how $\chi_{\text{eff}}$ affects the Matches in the planes we’ve investigated - keeping the masses the same.

We choose the $[\theta_{JN}, \psi]$ plane where $\phi_{JL} = 90^\circ$ to assess how the circle of poorest Matches is affected by aligned spin ($\chi_{\text{eff}} > 0$). The precessional spin is set to $\chi_p = 0.6$ for all waveforms. This value allows for aligned spin magnitudes up to $|\chi_{\text{eff}}| = 0.8$ whilst the source still permitting significant inherent precession. Four plots are shown in Figure 4.9, where in each plane $\chi_{\text{eff}}$ was fixed at a positive value.

It is clear that the circle remains well defined, slightly shrinking in size with increasing $\chi_{\text{eff}}$. This is a result of the increase in $J$. Aligned spin increases the inertia of the system, acting to reduce the size of the precession cone for a given $\chi_p$. Moreover, more aligned spin requires more radiation to decay the orbit to the point of merger, which takes more time and so the waveform length increases as $\chi_{\text{eff}}$ increases. As we saw in Section 4.2, longer waveforms include more precession cycles which acts to reduce the Match for cases where precession is observable whilst not significantly affecting better Matches. Hence, we see Matches above $\mathcal{M} > 0.8$ occupy a very similar area for all $\chi_{\text{eff}} \geq 0.2$, whilst Matches within the circle decrease. The patch of better Matches within the circle entirely vanishes between $\chi_{\text{eff}} = 0$ and $\chi_{\text{eff}} = 0.4$. This, too, is a result of the waveforms being longer, as we saw in Figure 4.6.

Matches near $\sin \theta_{JN} \approx 0$ are not significantly affected by $\chi_{\text{eff}} > 0$, but there is a marginal improvement in this area between $\chi_{\text{eff}} = 0$ and $\chi_{\text{eff}} = 0.4$. This may be due to the increased inertia of the system arresting the evolution of $\beta$, reducing the influence of precession on the waveforms. As $J$ loses energy to GW, the opening angle would increase. Such an effect is only significant near merger, and sources where $L$ is larger would not experience as much change in $\beta$. One would expect this effect to increase its influence as $\chi_{\text{eff}} \to 1$, which we do not see. Instead we see a small drop in Matches at the extremes of $\theta_{JN}$ as $\chi_{\text{eff}}$ increases from 0.4 to 0.8. This is, perhaps, a result of the longer waveforms presenting enough precession to have a greater effect than that caused by the small reduction in $\beta$ and its arrested evolution.
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(a) $\chi_{eff} = 0, \beta_{LAL} = 26.6^\circ$

(b) $\chi_{eff} = 0.2, \beta_{LAL} = 23.0^\circ$

(c) $\chi_{eff} = 0.4, \beta_{LAL} = 20.3^\circ$

(d) $\chi_{eff} = 0.8, \beta_{LAL} = 16.3^\circ$

Figure 4.9: Colour plots for $M$ vs $\psi$ vs $\theta_{JN}$ in planes of the given $\chi_{eff}$. $\chi_p = 0.6$, $m_1 = 20 M_\odot$, $m_2 = 5 M_\odot$, $\phi_{JL} = 90^\circ$ and initial frequency $f_{gw} = 30 \text{Hz}$ for all waveforms.
Now let us investigate the effects of anti-aligned spin. The relationship between Match and the tangent circle begins to deteriorate, as seen in Figure 4.10. Outside the range \(30^\circ \lesssim \theta_{JN} \lesssim 150^\circ\), the Matches are independent from \(\psi\) just as with all previous results, and the worst Matches still occur somewhere on the tangent circle, but not all the way around it.

\[
\begin{align*}
(a) & \quad \chi_{\text{eff}} = -0.4, \quad \beta_{LAL} = 37.8^\circ \\
(b) & \quad \chi_{\text{eff}} = -0.6, \quad \beta_{LAL} = 46.9^\circ 
\end{align*}
\]

Figure 4.10: Colour plots for \(M\) vs \(\psi\) vs \(\theta_{JN}\) where \(\chi_{\text{eff}} < 0, \quad \chi_p = 0.6, \ m_1 = 20M_\odot, \ m_2 = 5M_\odot\) and initial frequency \(f_{gw} = 30\text{Hz}\) for all waveforms.

Whilst Matches are still much higher towards \(\sin \theta_{JN} = 0\), the best Matches appear within the circle - the exact opposite to what we find when \(\chi_{\text{eff}} > 0\). This behaviour is peculiar - it appears that for anti-aligned sources, predominantly cross-polarised waveforms exhibit less precession when the source is near edge-on to the observer. Using the same argument as for the patches in Figure 4.3, null lines may be a factor. We recreate the plots in Figure 4.10 using longer waveforms, starting at \(f_{gw} = 20\text{Hz}\), but setting the parameter values at \(f_{gw} = 30\text{Hz}\) as before (to ensure the only possible influence is additional waveform length, and not the parameters varying between 20Hz and 30Hz). The results are shown in Figure 4.11.

Most of the best Matches at \(\chi_{\text{eff}} = -0.4\) are now near \(\sin \theta_{JN} \sim 0\), whilst the poorest Matches are more radially symmetric and proximate to the tangent circle. However, the patch is still found within the tangent circle, and there are
still asymmetries (especially in the $\chi_{\text{eff}} = -0.6$ plot) which, if were caused by the waveform length and null lines, would have been smoothed out. If we look at Figure 4.11b we see negligible reduction in the Matches within the circle, whilst Matches near $\sin \theta_{JN} \sim 0$ are noticeably lower. The cause of these results is unknown. It may be in relation to the evolution of $\beta$ through the waveform, especially near merger as $\mathbf{L}$ becomes dominated by $\mathbf{S}$ and the orbital frequency reaches its maximum (along with the precession cycle’s frequency). In this process, the opening angle may grow to $\beta > 45^\circ$, where waveforms near $[\theta_{JN} = 90^\circ, \psi = 45^\circ]$ would in fact spend the majority of a precession cycle nearer face-on than edge-on. This must occur early enough before merger to have a significant impact on the Match in order to explain the results we see. Since our objective is to find regions of poor Match in parameter space, we leave it to future research to investigate this phenomenon further.

(a) $\chi_{\text{eff}} = -0.4, \beta_{\text{LAL}}(20\text{Hz}) = 33.1^\circ, \beta_{\text{LAL}}(30\text{Hz}) = 37.8^\circ$

(b) $\chi_{\text{eff}} = -0.6, \beta_{\text{LAL}}(20\text{Hz}) = 40.3^\circ, \beta_{\text{LAL}}(30\text{Hz}) = 46.9^\circ$

Figure 4.11: Colour plots for $M$ vs $\psi$ vs $\theta_{JN}$ where $\chi_{\text{eff}} < 0$. $\chi_p = 0.6$, $m_1 = 20M_\odot$, $m_2 = 5M_\odot$, and initial frequency $f_{gw} = 20\text{Hz}$ for all waveforms.

Two tangent circles are plotting on each graph, one for the initial waveform frequency ($f_{gw} = 20\text{Hz}$) and one for the frequency at which the parameter values are set ($f_{gw} = 30\text{Hz}$). Since $\beta$ depends on $|\mathbf{J}|/|\mathbf{L}|$, and the same system at a lower frequency means orbital momentum $|\mathbf{L}|$ is greater, the reason for the difference between the two circles is clear. As discussed, the initial opening angle may not
reflect its value in the frequency bandwidth of the waveform where most of its signal power is recovered. If $\beta$ is high enough in that bandwidth, it causes the tangent circle to wrap around the $\psi$ axis, as can be seen in Figure 4.11b. This effect is discussed further in Section 4.3.1.

4.3.1 $\beta$ Behaviour

Figure 4.13 (overleaf) shows the relationship between $\beta$ and $\chi_{\text{eff}}$ at the start of a waveform for a selection of values of $\chi_p$. At some point as $\chi_{\text{eff}}$ decreases, the opening angle (i.e. the radius of the circle) exceeds $45^\circ$, and so the tangent circle begins to wrap around the $\psi$-axis, the top emerging at the bottom and vice versa. An example is given in Figure 4.12.

![Figure 4.12: A colour plot showing $\mathcal{M}$ vs $\psi$ vs $\theta_{JN}$ to demonstrate the tangent circle “wrapping around” on the $\psi$-axis as a result of the opening angle $\beta > 45^\circ$. In this case, $\beta_{LAL} = 53.0^\circ$.](image)

We can see that $\chi_{\text{eff}}$ dramatically changes the opening angle, even when there is very little precession. The gradient is near constant and only slightly increases with $\chi_p$ when $\chi_{\text{eff}} > 0$. Below $\chi_{\text{eff}} = 0$, $\chi_p$ the relationship changes heavily dependent upon $\chi_p$. This Figure can be used to track the differences we see in the $[\theta_{JN}, \psi]$ plots for various combinations of $\chi_p$ and $\chi_{\text{eff}}$. The difference between the plots in Figure 4.9 can be assessed using the purple curve (for $\chi_p = 0.6$). When we do this, we opening angle changes by $\sim 10^\circ$ through all positive aligned spin, and $\sim 34^\circ$ for anti-aligned spin.

Consider a waveform where there is little precessing spin, $\chi_p = 0.2$, but high anti-aligned spin, $\chi_{\text{eff}} \approx -0.9$. Figure 4.13 shows that the opening angle is $\beta \approx 50^\circ$, which is larger than most configurations of spin with higher values of $\chi_p$ and smaller anti-aligned spin. Waveforms for these values of $\chi_p$ showed negligible precession for almost all orientations in Figure 4.1 and 4.2, yet anti-aligned spin reduces $J$ so much (for these masses) that sources with low precessing spins have larger opening angles than most higher-precessing sources with smaller anti-aligned spins. This indicates that the richest area for observably precessing waveforms in the parameter space we have explored so far is in the domain of anti-aligned spin.

Whilst the tangent circle does not reach $\psi = 0^\circ$ in these plots, the fact that the opening angle increases throughout the waveform means that our calculation may
not truly reflect its influence on the Match. If the contribution to the signal power is significant from the portion of the waveform where $\beta$ has become noticeably larger, this wrap-around effect could be observable as is the case in Figure 4.11b.

Curves for the evolution of the opening angle as a function of frequency for different values of $\chi_p$ are shown in Figure 4.14. To compare, GW151226 reached a peak frequency of approximately 450Hz [20], thus we know it is possible for sources similar to those we are investigating to reach such frequencies. The rate of change of $\beta$ is greatest at lower frequencies, and steeper for higher $\chi_p$. Yet even for cases of low precessing spin, we see $\beta$ increase by a factor of two between 30Hz and 100Hz.

How much difference this evolution of $\beta$ makes to the Matches outside the tangent circle we’ve draw for the initial waveform frequency is dependent upon which frequencies dominate the signal power. If the length of time $\beta$ spends at higher angles is comparatively short, then the lower frequencies will contribute more signal power and the Matches outside the tangent circle will be less affected. For short waveforms (e.g. high $\chi_{\text{eff}}$), the lower frequencies will contribute less to the signal power, and so the influence of the opening angle’s evolution on the Matches will increase.

We conclude that positive aligned spin has a traceable but small impact on the observable precession in a waveform. The orientation of the most clearly precessing sources is unchanged, and higher magnitudes of $\chi_{\text{eff}}$ produce fewer of them. Adapting Eq. 4.7 to encompass positive aligned spin for these masses appears possible by multiplying $\beta$ with a linear function of $\chi_{\text{eff}}$.

Anti-aligned spin increases the observability of precession through all orientations outside the tangent circle, whilst reducing observable precession within it. It has a significant and non-linear effect on the orientation where the most observably precessing waveforms lie, due to its relationship with the opening angle. Given

![Figure 4.13: The relationship between $\beta$ and $\chi_{\text{eff}}$ for different $\chi_p$, where $m_1 = 20M_\odot$, $m_2 = 5M_\odot$ and $f_{gw} = 30$Hz. $\beta$ was calculated using the LAL equation.](image)
4.4 Case 3: Variation of Match with Mass Ratio

Figure 4.14: The frequency-evolution of $\beta$ as calculated by the LAL algorithms for sources with given $\chi_p$, $\chi_{\text{eff}} = -0.6$, and masses $m_1 = 20M_\odot$, $m_2 = 5M_\odot$.

that the opening angle’s evolution after $f_{gw} = 30$Hz in these waveforms noticeably contributes to the signal power, defining an appropriate function to capture these effects within a formula to approximate the location of the most observably precessing waveforms (such as Eq. 4.7 for zero aligned spin) is more challenging than for positive aligned spin.

4.4 Case 3: Variation of Match with Mass Ratio

In this Case we maintain the same total mass as in Cases 1 and 2: $M = 25M_\odot$, and remove aligned spin ($\chi_{\text{eff}} = 0$). We choose to explore two mass ratios: $q = 2$ and $q = 9$, to explore the parameter below and above the focal set.

Figure 4.15 shows colour plots for Matches in the $[\theta_{\text{JN}}, \psi]$ plane for $\phi_{\text{JL}} = 90^\circ$, with $\chi_p = 0.6$. There is an immediately obvious difference between the two plots: one is very red, the other is very blue. Nearly 80% of the waveforms in Figure 4.15a produced Matches of $M > 0.9$, compared to zero such waveforms in Figure 4.15b.

As $q \to 1$, the effects of precession are significantly reduced in a similar manner to what we saw by increasing $\chi_{\text{eff}}$. The ratio $|\mathbf{J}|/|\mathbf{L}|$ is being decreased in both cases, thus decreasing $\beta$ and reducing the circle of poor Matches. We can see in Figure 4.15a that the Matches outside the circle are much better than we saw for positive aligned spin, demonstrating that $q$ more effective at “polishing out” precession in this region. This is caused by a difference in signal power. Lower mass ratio sources radiate more powerful GW within the most sensitive frequency band in the PSD, thus improving the contribution to the Match in frequencies earlier on in the inspiral, where there is little observable precession in waveforms far from the tangent circle.

As mass ratio increases, we see all Matches across the plane drop, as shown in Figure 4.15b. The opening angle is larger for higher mass ratios since the orbital angular momentum is smaller, increasing $|\mathbf{J}|/|\mathbf{L}|$. As discussed in Case 2, we see wrap-around effects as the tangent circle encroaches on $\psi = 0 = 90^\circ$. The Matches
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Figure 4.15: Colour plots for $M$ vs $\psi$ vs $\theta_{JN}$ for the given mass ratios where total mass $M = 25M_\odot$, $\chi_p = 0.6$ and $\phi_{JL} = 90^\circ$.

are similarly asymmetric to those seen in Figure 4.10, which were largely reduced using longer waveforms. When the same technique was applied to these results we found the same outcome, where the Matches within the circle had reduced to a peak of $M \approx 0.7$, and every waveform from the circle outwards produced Matches $M < 0.6$.

We found that reducing $\chi_p$ when $q = 2$ decreased the size of the circle of poor Matches (all Matches of $M < 0.6$ lay within $\beta_{LAL} \approx 7^\circ$) and improved the Matches outside it (95% of all Matches were $M > 0.90$, and 80% were $M > 0.97$). In the case of $q = 9$, we found that setting $\chi_p = 0.3$ gave very similar results to those to the top plane in Figure 4.9, where $\chi_p = 0.6, q = 4$ ($\chi_{eff} = 0$ in both cases). Further exploration revealed a very strong correlation between Matches from different combinations of $\chi_p$ and $q$. If we define a new parameter:

$$Q_p = \chi_p q,$$

we hypothesise that $M(Q_p) \approx const.$ for any point in orientation parameter space $[\theta_{JN}, \psi, \phi_{JL}]$ (fixing $M = 25M_\odot, \chi_{eff} = 0$). Figure 4.16 lends credence to this
4.4. Case 3: Variation of Match with Mass Ratio

Figure 4.16: Top: The relationship between $\beta$ and mass ratio, $q$, for various values of $\chi_p$, where $\chi_{\text{eff}} = 0$, $M = 25M_\odot$ and frequency $f_{gw} = 30\text{Hz}$. $\beta$ was calculated using Eq. 4.2. Bottom: The relationship between $Q_p$ and $\beta$, for $M = 25M_\odot$ and $\chi_{\text{eff}} = 0$.

We see that, whilst the relationship between $\beta$ and $q$ changes depending upon $\chi_p$, our new parameter behaves in a very well-defined, one-to-one relation with $\beta$. Thus, the tangent circle will be the same size for all waveforms of equal $Q_p$, and the location of the ring in the $[\theta_{JN}, \psi]$ plane will also be the same (as it only depends on $\phi_{JL}$ and $\beta$).

To test this theory, we calculate the variance of the Match for constant $Q_p$ (Eq. 4.9 at every point on the $[\theta_{JN}, \psi]$ plane (using the full range of possible combinations of $\chi_p, q$, being careful not to breach the mass ratio calibration limit of IMRPhenomPv2 for precessing BBH: $1 \leq q \leq 12$):

$$\text{Var}(\mathcal{M}|Q_p) = \frac{1}{n_{\chi_p}-1} \sum_{i=1}^{n_{\chi_p}} (\mathcal{M}_i - \overline{\mathcal{M}})^2$$

where $n_{\chi_p}$ is the number of different combinations of $[\chi_p, q]$ for which a Match is calculated and $\overline{\mathcal{M}}$ is the mean Match for that group.

The variance for points in the $[\theta_{JN}, \psi]$ plane for four different values of $Q_p$ are given in Figure 4.17. Values of $Q_p$ were chosen to be distributed evenly across the possible range. Each point represents the variance in 16 Match calculations. Figure 4.18 shows four more planes for $\text{Var}(\mathcal{M}|Q_p = 3.6)$ where $\phi_{JL}$ was set at different values. These plots demonstrate what Figure 4.16 implies: the coherence between
the Matches from different combinations of $[\chi_p, q]$ is not significantly affected by orientation. It should be noted that for $Q_p$ to be high, both $\chi_p$ and $q$ must be high in their range. Most possible combinations of $[\chi_p, q]$ will give values of $Q_p$ clustered in the middle of the curve in the bottom graph of Figure 4.16 (around the dark blue to green segment).

We conclude that the effect of mass ratio on Matches can be approximated by considering $q$ an amplification factor on $\chi_p$, given $\chi_{eff} = 0$ and $M = 25M_\odot$. Combinations of $[\chi_p, q]$ which give the same value of $Q_p$ produce approximately the same amount of observable precession, for any given orientation. As such, we can reliably identify areas of observable precession across five parameters: $[\chi_p, q, \theta_{JN}, \psi, \phi_{JL}]$, for $\chi_{eff} = 0$ and $M = 25M_\odot$. The influence of aligned spin and total mass on this relation is discussed in Section 4.6.
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Figure 4.17: Plots showing the variance in the Match for each $[\theta_{IN}, \psi]$ coordinate for combinations of $[\chi_P, q]$, spanning their full possible range, for four fixed values of $Q_P$. Descending: $Q_P = [1.2, 3.6, 6.0, 8.4]$. $\chi_{eff} = 0$ and $M = 25M_\odot$ for all waveforms. Note: the colour axes are not consistent.
Figure 4.18: Plots showing the variance in the Match for each $[\theta_{JN}, \psi]$ coordinate for $Q_p = 3.6$ with $\phi_{JL}$ fixed at four different values. Descending: $\phi_{JL} = [30, 60, 120, 150^\circ]$. Note: the colour axes are not consistent.
4.5 Case 4: Variation of Match with Total Mass

We maintain zero aligned spin and return the mass ratio to \( q = 4 \). We choose two total masses to explore: \( M = 12.5M_\odot \) and \( M = 50 M_\odot \), a factor of 2 lower and and factor of two 2 higher than our focal set’s total mass, respectively. Figure 4.19 shows plots for Matches in the same plane and for the same orientation as Figure 4.15.

![Figure 4.19: Colour plots for \( M \) vs \( \psi \) vs \( \theta JN \) for different total masses where \( q = 4 \), \( \chi_p = 0.6 \), \( \chi_{eff} = 0 \) and \( \phi_{JL} = 90^\circ \).](image)

(a) \( m_1 = 10M_\odot, m_2 = 2.5M_\odot \) (\( \beta_{LAL} = 22.3^\circ \))

(b) \( m_1 = 40M_\odot, m_2 = 10M_\odot \) (\( \beta_{LAL} = 30.9^\circ \))

In comparison with the top plot in Figure 4.9, where \( M = 25M_\odot \) and all other intrinsic parameters are the same, we see that waveforms of lower \( M \) produce similar Matches outside the circle, whilst Matches within the tangent circle are poorer (\( M < 0.5 \) for all waveforms inside). This can be explained by the fact that the ISCO radius scales with mass, and so lower mass systems reach smaller radii and faster orbital velocities, causing them to precess more quickly. As such, just as with longer waveforms, the effects of precession are exacerbated. The lowest Matches are found inside the tangent circle rather than on it, just as we saw with positive aligned spin (Figure 4.9). Since these waveforms were started and parameters set at \( f_{gw} = 30\text{Hz} \), lower frequencies where \( \beta \) would have been smaller have no influence,
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and so these results indicate total mass affects observable precession in a manner not related to the precession cone. Again, we leave such an investigation for future research.

Figure 4.19b shows the results for sources with total mass $M = 50M_\odot$. Significant increase in the Matches is seen outside the tangent circle. Moreover, we see higher Matches for most of the waveforms within the circle. The number of Matches below $M < 0.7$ is roughly equal for both plots, but there are many more Matches below $M < 0.6$ in the $M = 12.5M_\odot$ plane. To test for the influence of null lines, we carried out the same plane of Matches using longer waveforms, and found that initial frequency dictates where on the circle the patch of worst Matches lies (whilst ubiquitously reducing the Match for all waveforms). As the length of the waveforms was reduced, the location of the lowest Matches rotated on the tangent circle. When the initial frequency was set to $f_{gw} = 20$Hz, the lowest Matches were found near the bottom of the circle, rotating clockwise as the initial frequency was increased. They reached the top of the circle when the waveforms were started at $f \approx 40$Hz.

From these results, we can discern that a waveform with initial frequency $f_{gw} = 20$Hz completes only $180^\circ$ of the precession cycle by the time it reaches $f \approx 40$Hz. Larger masses do not reach orbital frequencies as high as lower masses before merger (owing to their greater ISCO radius), and so their precession cycles during the late inspiral are slower. Hence, where the worst Matches appear on the tangent circle is dependent upon where the masses are on the precession cone as they enter the most sensitive frequency band in the PSD. The source completes very few precession cycles in the detectable frequency bandwidth, thus inducing a bias in which orientations present the most precession, dependent upon the orientation of the waveform as it enters those frequencies. Where on the precession cycle the source enters the PSD’s most sensitive region is a function of where the waveform begins on the precession cone, which is dependent upon the precession phase (i.e. $\phi_{JL}$) and how long it takes for the source to reach those frequencies (i.e. $f_{gw}$).

We conclude that lower total masses have only a significant effect on the Matches of the most observably precessing sources at the mass ratio, $q = 4$, investigated. Higher $M$ increases the influence of the initial orientation and reduces the amount of observable precession in all but the most pronounced cases ($M < 0.7$).

4.6 Towards a Generalised Formula for Observable Precession

Here we analyse the compatibility of the functions we’ve formed to approximate the trends found in the Match plots. Eq. 4.6 can be used to trace the approximate location of the poorest Matches (i.e. the most observably precessing sources) on the $[\theta_{JN}, \psi]$ plane. We’ve seen that the parameter $Q_p = \chi_p q$ tracks lines of constant Match to a good approximation through $[\chi_p, q, \theta_{JN}, \psi, \phi_{JL}]$ where $[\chi_{\text{eff}} = 0, M = 25M_\odot]$. Therefore, for any given solution to Eq. 4.7, $Q_p$ can identify other solutions which produce the same Matches throughout all orientations. We found in Sections 4.3 and 4.5 that that Eq. 4.7 does not reliably trace the location of poorest Matches.
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\[ Q_p \chi_{\text{eff}} M (M) \text{Var}(M|Q_p) \text{Var}(M|Q_p) > 0.01 \]

\begin{array}{|c|c|c|c|c|}
\hline
Q_p & \chi_{\text{eff}} & M (M) & \text{Var}(M|Q_p) & \text{Var}(M|Q_p) > 0.01 \\
\hline
1.2 & -0.6 & 25 & 0.0060 & 21% \\
1.2 & 0.0 & 25 & 0.0002 & 0% \\
1.2 & 0.6 & 25 & 0.0003 & 0% \\
2.4 & -0.6 & 50 & 0.0050 & 13% \\
2.4 & 0.0 & 50 & 0.0011 & 0% \\
2.4 & 0.6 & 50 & 0.0022 & 0% \\
3.6 & -0.4 & 25 & 0.0074 & 24% \\
3.6 & 0.0 & 25 & 0.0006 & 0% \\
3.6 & 0.4 & 25 & 0.0003 & 0% \\
4.8 & -0.4 & 12.5 & 0.0072 & 26% \\
4.8 & 0.0 & 12.5 & 0.0001 & 0% \\
4.8 & 0.8 & 12.5 & 0.0001 & 0% \\
6.0 & -0.6 & 50 & 0.0004 & 0% \\
6.0 & 0.0 & 50 & 0.0002 & 0% \\
6.0 & 0.8 & 50 & 0.0011 & 0% \\
\hline
\end{array}

Table 4.1: Results from a number of variance calculations of the Matches over the \([\theta_{JN}, \psi]\) plane (\(\phi_{JL} = 90^\circ\) for all), for the given fixed values of \(Q_p\), aligned spin, \(\chi_{\text{eff}}\), and total mass, \(M\). The mean of the variance over the whole plane (\(\text{Var}(M|Q_p)\)) is given along with the percentage of points with variance of \(\text{Var}(M|Q_p) > 0.01\). Every waveform was started at \(f_{gw} = 30\text{Hz}\).

for cases where \(\chi_{\text{eff}} \neq 0\) or \(M \neq 25\), but the relation between \(Q_p\) and lines of constant Match shows promise to be more general than purely applicable to our focal set. Table 4.1 shows results for the variance in Match for a selection of different combinations of fixed \([Q_p, \chi_{\text{eff}}, M]\) spanning their full range within the calibrated space of IMRPhenomPv2. We define the “mean variance” as

\[
\overline{\text{Var}}(M|Q_p) = \frac{1}{n_\theta} \sum_{\theta_{JN}, \psi} \text{Var}(M|Q_p),
\]

where \(n_\theta\) is the number of points in the \([\theta_{JN}, \psi]\) plane for which \(\text{Var}(M|Q_p)\) was evaluated. The mean variance summarises how well \(Q_p\) tracks constant Match for the whole plane. The mean variance for each combination of \([Q_p, \chi_{\text{eff}}, M]\) is given in Table 4.1 along with the percentage of points in that plane which gave a variance of \(\text{Var}(M|Q_p) > 0.01\) (i.e. where the standard deviation in Match is greater than 0.1).

Whilst these results alone are far from comprehensive, they indicate that \(\chi_{\text{eff}}\) has a greater impact than \(M\) on the reliability of \(Q_p\) to track constant Match. Anti-aligned spin significantly increases the number of orientations which give \(\text{Var}(M|Q_p) > 0.01\), whilst positive aligned spin tends to have a modest effect on the mean variance and no effect on the number of highly-variant points. The influence of changing \(M\)
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is small, with a slight increase in variance for increased total mass, but the trend would be difficult to identify without more comprehensive results. However, given that even in the least well-behaved plane, no more than 26% of the points had a variance of \( \text{Var}(M|Q_p) > 0.01 \) for all combinations of \([\chi_p, q]\), these results indicate that \( Q_p \) can approximately trace constant Match throughout the vast majority of parameter space represented in Table 4.1. Further investigation is required to test this relation more rigorously.

Adapting \( Q_p \) to create a formula which traces lines of constant Match through varying \([\chi_p, q, \chi_{\text{eff}}, M]\) appears quite possible. Figure 4.20 shows the relationship between \( \beta \) and \( Q_p \) for various sources: the top graph is shows the relationship where total mass was kept constant at five different values (with zero aligned spin), the bottom graph shows the relationship for sources with \( \chi_{\text{eff}} = 0.6 \) and \( M = 25M_\odot \).

![Graphs showing relationship between \( \beta \) and \( Q_p \)](image)

Figure 4.20: Top: The relationship between \( \beta \) and \( Q_p \) for a range of sources where total mass is fixed at five given values and \( \chi_{\text{eff}} = 0 \). Bottom: The relationship between \( \beta \) and \( Q_p \) for a range of sources where \( M = 25M_\odot \) and \( \chi_{\text{eff}} = -0.6 \).
4.6. Towards a Generalised Formula for Observable Precession

In the top graph we see that when there is no aligned spin, the relation remains one-to-one for any fixed total mass, which has only has a relatively small effect. This graph suggests $Q_p$ can be augmented with some simple function of $M$ to enable it to track lines of constant Match through $[\chi_p, q, M]$.

The bottom graph shows that non-zero aligned spin breaks the one-to-one relationship, indicating that there is a degeneracy between the three parameters $[\chi_p, \chi_{eff}, q]$. If this relationship is identified, it may be applied to $Q_p$ in order to generalise its relation with constant Match to cover aligned spin as well. Since anti-aligned spin significantly increases the observability of precession across all orientations, our results suggest this step is most important (assuming equal populations of sources and detector sensitivities, which will be discussed in the following Chapter). However, the relation will be affected by $M$ as well. Creating a general formula to track lines of constant Match through $[\chi_p, q, M, \chi_{eff}]$ will require this inter-dependent relationship between all four parameters and $\beta$ to be understood. This is far from trivial, but if such an undertaking was successful, the resultant formula would be a powerful tool in the pursuit of creating an effective precessing template bank.
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Conclusion

In order to improve current BBH search sensitivities for precessing sources we must identify which precessing waveforms cannot be found using current non-precessing template banks, and which of those would reach high enough SNR for LIGO to detect. It is computationally infeasible to incorporate all possible precessing waveforms in a template bank, and so any attempt to construct one must use a selective process to find precessing waveforms which contribute to the overall sensitivity to BBH sources [75].

We have made numerous assumptions in order to simplify this initial investigation. We computed the Match only between precessing waveforms and non-precessing waveforms of identical masses and aligned spins, ignoring the possibility that non-precessing waveforms of differing masses and aligned spin may return higher Matches for certain precessing waveforms. We did not consider detector sensitivity, and so the parameter space we have identified as containing “observable precession” may include waveforms which would not likely be powerful enough for LIGO to detect. We have also not considered the population densities of sources: if few possible sources of a given waveform are expected to lie within the volume of space to which a detector is sensitive for such a signal (effective volume, defined in Section 3.5.1), then the waveform contributes less to the search sensitivity than another waveform of more common sources. However, there is as yet little knowledge of precessing BBH population densities [85], whilst we know the loss of coverage to precessing signals from using non-precessing template banks could be as high as 50% [67]. Thus, we forgive ourselves for omitting population densities in our investigation and assuming all signals are equally likely to be detected. However, we also only consider a single-detector observer. Matched-filtering signals across multiple detectors significantly increases the complexity of this problem, as the amplitude of signals and sky location cannot be considered independent. Including such analytic techniques would vastly broaden the scope of the problem, but would be necessary for an “observable precession” formula to be applicable, since a signal which multiple detectors is able to observe must be considered more beneficial to a template bank than a signal only observable by one detector.

However, we have made some first steps towards the ultimate goal of a precessing template bank. We identified where, on the $[\theta_{JN}, \psi]$ plane of constant $\chi_p$, the most
observably precessing waveforms lie in relation to the opening angle for all parameter space investigated. We identified trends in these plots, and analysed why we observe such trends.

We found that waveforms with zero aligned spin and low precessing spin ($\chi_p < 0.3$) do not differ significantly from non-precessing waveform unless the polarisation is near $\psi = 45^\circ$. Anti-aligned spin increases the opening angle and amplifies the effects of precession regardless of orientation, such that even sources with minimal precessing spin could produce observably precessing waveforms if the anti-aligned spin magnitude is sufficiently large. We found that mass ratio acts as an amplification factor on $\chi_p$, and this factor can be used to trace lines of constant Match through the orientation parameter space. Total mass demonstrated less influence on the opening angle compared to $\chi_{eff}$ or $q$ when it was reduced, but had a significant impact on the location of observable precession when it was increased. We found that waveform length affects the region of most observable precession some areas of parameter space, whilst the length of time a waveform spends within the detectable frequency bandwidth affects which orientations may see observe the effects of precession for a high mass source.

We have formed a function (Eq. 4.6) which gives the location of the tangent to the precession cone in the $[\theta_{JN}, \psi]$ plane, for any $\phi_{JL}, \chi_p, \chi_{eff}, q, M$. We approximated this tangent to be a circle to form a function for the region of lowest Matches in that plane (Eq. 4.7), applicable to cases of zero aligned spin and masses of our focal set. We propose this function could be augmented with relatively simple dependencies upon $\chi_{eff}$ and $q$ to be applicable for much larger areas of parameter space.

We have formed a simple combined parameter, $Q_p = \chi_p q$, which traces lines of approximately constant Match at fixed $[\chi_{eff}, M, \theta_{JN}, \psi, \phi_{JL}]$. We’ve shown reason to believe it is possible to augment $Q_p$ so that it maps to areas of constant Match through the three-dimensional parameter space $[\chi_p, q, M]$, and perhaps through $\chi_{eff}$ as well, although adding the latter would be more challenging.

We conclude that the relationships between parameters and observable precession found in this research suggest that a formula can be constructed to map observable precession over the majority the parameter space in $[\chi_p, \chi_{eff}, q, M, \theta_{JN}, \psi, \phi_{JL}]$. Such a formula would be a powerful tool in the pursuit of identifying which precessing templates would help improve search sensitivities towards precessing BBH.
Chapter 5. Conclusion

*Our virtues and our failings are inseparable, like force and matter.*
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