A new RAM normalized 1f-WMS technique for the measurement of gas parameters in harsh environments and a comparison with 2f/1f
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Abstract: A calibration-free 1f wavelength modulation spectroscopy (1f-WMS) technique for gas species parameter measurement is demonstrated. In this technique, the total magnitude of the first harmonic (1f) WMS signal is normalised by a component of the 1f residual amplitude modulation (1f-RAM) signal. This method preserves the advantages of traditional n f/1 f-WMS (n ≥ 2) technique, such as immunity to the non-absorbing systematic losses and accurate recovery of gas parameters without the requirement for non-absorbing regions for normalisation at high pressure or high modulation index values (m-values). The proposed technique only requires the first harmonic signal, which has the largest magnitude of all the harmonics signals, and therefore fundamentally has a higher sensitivity to the n f/1 f technique. Furthermore, since only the 1f-WMS signal is used the technique is less complex in terms of signal processing and data acquisition. The paper also shows a comparison of the proposed technique and 2f/1f for measuring CO₂ in the exhaust of a combustor. This data highlights how nonlinearities in the optical detection system as a function of frequency have a considerable effect on the recovered 2f/1f spectra causing variation in the recovered gas concentrations. This effect is not seen in the methodology proposed in this paper.

Index Terms: Wavelength modulation spectroscopy, Calibration-free TDLS, 1f-WMS

1. Introduction

In many environments, such as in combustion measurements, there are significant variations in the measured signal that are not due to the variation of the gas parameters but are due to the presence of significant optical beam steering and mechanical vibrations in the system. In such environments it is often very difficult to account for these variations through a calibration step, especially if periodic recalibration is not a viable solution due to limited post installation access. To overcome this issue a number of calibration-free tunable diode laser spectroscopy with wavelength modulation (CF-WMS) techniques have been developed over the last two decades that do not require a reference measurement of the laser's optical intensity [1], [2], [3], [4], [5], [6]. As with all WMS methodologies, the CF-WMS techniques require a dual current modulation to be applied to the gas interrogation laser; the first current modulation is a low frequency ramp or sinusoidal waveform that wavelength tunes the laser over the spectral absorption feature of interest, the second is a high frequency sinusoidal waveform (ωₘ = 2πfₘ) that provides higher...
detection sensitivity through the use of phase-sensitive detection, typically using a lock-in amplifier (LIA) and thus shifting the signal to the base-band. The high frequency current modulation applied to the laser results in an output intensity modulation ($\Delta I$), known as the Residual Amplitude Modulation (RAM), and a phase delayed wavelength modulation (WM), that both interact with the gas to generate harmonic signals that relate to the optical absorption. Of particular interest in CF-WMS is the direct RAM signal output from the laser, which results in a large DC output from the 1st harmonic output of the LIA that can be used for normalisation of WMS signals.

One of the first CF-WMS approaches, known as the 1f-RAM technique, recovers the in-phase and quadrature signals from a LIA at the fundamental modulation frequency, $f_m$. [2], [3], [7], [8], when the LIA phase is preset to isolate the generated 1f-RAM components, from the phase delayed WM components. In this case, the isolated 1f-RAM component is similar to the absolute gas absorption line-shape, allowing the recovery of gas parameters in the same manner as using direct tunable diode laser spectroscopy. However, this approach has had limited success, as it only utilises the RAM component of the recovered first harmonic signal rather than the total magnitude, and therefore the overall sensitivity of this approach is reduced. Furthermore, the 1f-RAM component still contains the DC offset that is proportional to the $\Delta I$ output from the laser, which still requires normalisation. Although this normalisation can be achieved using an off-line $\Delta I$ measurement or by fitting a polynomial to the non-absorbing regions of RAM signal it does not compensate for significant optical fluctuations prevalent in harsh environments.

A more suitable CF-TDLS methodology for harsh environments is the $n f/1f$ technique ($n \geq 2$) [4], [5], [9], [10]. In this approach, the total magnitude of signals are recovered at both $f_m$ and one of the $n^{th}$ harmonics, $R_{1f}$ and $R_{nf}$ respectively. In general and as discussed above, the major component of $R_{1f}$ is the 1f-RAM component that is proportional to $\Delta I$. At higher harmonics, there is no DC RAM offset, and the major component of $R_{nf}$ signals is the $n^{th}$ derivative of the gas absorption line-shape that is directly proportional to the optical intensity, $I$ and also dependent on the wavelength modulation amplitude, $\delta \nu$. Therefore, the division of $R_{nf}$ by $R_{1f}$ results in a signal that is made up of individual components that are dependent on $I/\Delta I$. As this value is a constant for any given laser operating condition the normalized signal becomes immune to optical intensity fluctuations but is still dependent on gas absorption.

A number of issues have to be discussed with regards to the $n f/1f$ technique. Firstly, if the laser’s output intensity is highly non-linear as a function of the drive current then gas independent RAM signals ($\Delta I_n$) begin to appear at higher harmonics, and this has been shown to significantly affect gas measurement recovery at the second harmonic [11], [12], [13]. Thus further laser characterisation would be required $\Delta \nu_2$, $\Delta \nu_3$, $\psi_2$ etc within the theoretical model. So they just add to the complexity of the measurement technique as discussed in section 4. Secondly, as the magnitude of the recovered harmonic signal reduces as the targeted harmonic increases, the overall sensitivity of the $n f/1f$ technique will theoretically decrease as compared to 1f techniques [9], [10], [13]. Furthermore, as the recovered signals in $n f/1f$ are at two different frequencies, they will suffer from different pass-band noise that will not be cancelled in the normalisation process. Finally, the required digital sampling rate increases linearly with the targeted harmonic, thus also increasing the overall data transfer rate and data storage requirements for the $n f/1f$ approach. Although this final point may not be significant for single measurement path systems, it becomes an increasingly difficult problem to manage as the number of required measurement paths increases, for example with chemical species tomography techniques [14] where in excess of 100 simultaneous path-integrated absorption measurements may be recorded.

Considering the above discussion the development of a CF-WMS technique that only requires the recovery of signals at 1f with 1f-RAM normalisation and utilises the total magnitude of the first harmonic signal would be highly advantageous, as it provides an improved sensitivity and requires lower associated data and computational complexity. In this paper we demonstrate a CF-1f-WMS technique that normalises the $R_{1f}$ signal by an isolated projection of the 1f-RAM signal, as described in section 2. As evidenced in section 3, the overall sensitivity achieved by this method is better than that achieved using $2f/1f$ WMS for carbon dioxide detection. However,
it must be noted that the sensitivity comparison in this paper is only for one specific laser and one set of laser operational parameters. A more general sensitivity comparison between the two techniques is not the aim of this paper and would require further research. Finally, we compare one set of laser operational parameters. A more general sensitivity comparison between the two it must be noted that the sensitivity comparison in this paper is only for one specific laser and

2. Methodology for the CF-1f-WMS technique

A brief mathematical description of the generation of WMS signals during the laser-gas interaction is provided here. A more detailed discussion is available in the literature [4], [8], [9], [10], [15]. When the input current of a tunable semiconductor laser is modulated with a high frequency sinusoid superimposed on a low frequency ramp, there is a resulting simultaneous intensity modulation (IM) and wavelength modulation (WM) output from the laser. The instantaneous IM can be described as

\[ I_{in} = I_0 + \Delta I_1 \cos(\omega_m t) + \Delta I_2 \cos(2\omega_m t + \psi_2 - \psi_1) \]

where \( I_0 \) is the DC laser intensity and \( \Delta I_1 \) and \( \Delta I_2 \) are the first and second order RAM amplitudes respectively. The generated WM is generally expressed in terms of the laser’s output frequency as \( \nu = \nu_0 + \Delta \nu \cos(\omega_m t - \psi_1) \), where \( \nu_0 \) is the DC frequency and \( \Delta \nu \) is the amplitude of the frequency modulation, and \( \psi_1 \) and \( \psi_2 \) are the phase difference between the frequency modulation and the first and second order RAM respectively.

The interaction of the modulated light output from the laser and the transfer characteristics of the gas absorption results in the generation of optical signals at the harmonics of the modulation frequency. The Fourier series expansion of the relative transmission after the laser-gas interaction, \( \tau(\nu) = \exp[-\alpha(\nu)t] \), where \( \alpha(\nu) \) is the probability of absorption and \( t \) is the laser-gas interaction length is given by

\[ \tau(\nu) = \sum_{n=0}^{\infty} H_n(\nu_0, \Delta \nu) \cos(n(\omega_m t - \psi_1)) \] (1)

where, \( H_n(\nu_0, \Delta \nu) \) is the \( n^{th} \) Fourier coefficient of the transfer characteristics of the absorption signal.

For the proposed CF-1f-WMS technique only the 1f signal is required and, in a similar manner to the 1f-RAM technique, the LIA in-phase has to be adjusted so that 1f-WM component \( (H_1) \) is aligned with one of the LIA axes. This isolates the RAM components on the orthogonal axis allowing them to be used for normalisation. Equations 2 - 4 represent the signals generated on the LIA phase and quadrature axes, \( X_{1f} \) and \( Y_{1f} \) respectively, and the total magnitude of the 1f-WMS signal. This is also shown graphically in figure 1.

\[ X_{1f} = I H_1 + \Delta I_1 \left( H_0 + \frac{H_2}{2} \right) \cos \psi_1 + \Delta I_2 \left( \frac{H_1}{2} + \frac{H_3}{2} \right) \cos \psi_2 \] (2)

\[ Y_{1f} = \Delta I_1 \left( H_0 - \frac{H_2}{2} \right) \sin \psi_1 + \Delta I_2 \left( \frac{H_1}{2} - \frac{H_3}{2} \right) \sin \psi_2 \] (3)

\[ R_{1f} = \sqrt{X_{1f}^2 + Y_{1f}^2} \] (4)

In a similar manner to \( n f/1 f \), we can now divide (4) by (3) to give \( R_{1f}/Y_{1f} \). In this case, we obtain a final signal that is immune to non-absorbing intensity variation caused by mechanical vibration, beam steering, window fouling and light scattering as all the component signals within
the ratio are proportional to \( \frac{I}{\Delta I_1} \), \( \frac{I}{\Delta I_2} \) or \( \frac{\Delta I_1}{\Delta I_2} \), which are all assumed to be constant for any given operational characteristic of the laser.

To simulate the \( R_{1f}/Y_{1f} \) signal all the laser’s operating parameters \( I_0, \Delta I_1, \Delta I_2, \psi_1, \psi_2 \) and \( \Delta \nu \) need to be experimentally obtained, preferably in real time as described previously [13]. \( I_0 \) is measured by digital low-pass filtering of the modulated laser output in the absence of gas absorption. As the LIA has been aligned to provide (2) to (4), \( \psi_n \) can also be measured in the absence of gas by knowing that

\[
\psi_n = \tan^{-1} \left( \frac{Y_{nf}}{X_{nf}} \right)
\]

Similarly, the intensity modulation amplitude at all harmonics can be obtained by knowing that

\[
\Delta I_n = \left( X_{nf}^2 + Y_{nf}^2 \right)^{1/2}
\]

In this work \( \Delta \nu \) is obtained using a fibre ring resonator [16]. To ensure accurate measurement we have assumed that the fibre ring resonator’s free spectral range (FSR) should be at least 10 times smaller than the required \( \Delta \nu \) for a modulation index value \( m = \Delta \nu / \gamma \) of 1.3, thus providing at least 10 interferometric peaks for the \( \delta \nu \) amplitude measurement. To allow real-time wavelength tuning characterisation we have also assumed that there should be at least 10 samples per interferometric peak, which implies that the sampling rate of the digital data acquisition (DAQ) should be at least 100 times larger than the laser’s \( f_m \). It was not possible to measure \( \Delta \nu \) in real-time in this work, either in the laboratory validation or the combustor tests, as a high sampling rate DAQ system was not available. Instead, the DC bias of the injection current was varied in small increments and \( \Delta \nu \) was obtained for each DC value. However, the methodology to measure \( \Delta \nu \) along the entire scan range or at fixed DC bias is the same and has been described previously [10], [13].

3. Experimental Validation of the CF-1f-RAM Technique

Figure 2 shows the experimental set-up used in the laboratory validation of the CF-1f-RAM technique. The output of a 2 mW, 1998 nm fibre coupled, distributed feedback laser (Eblana Photonics EP1997-DMB01-FM) is passed through a 3-dB optical fibre coupler (Thorlabs 10202A-50-APC). One output from the coupler is connected to a 4 cm long 3D printed gas cell [17] and the other output is connected to a fiber ring resonator that has a FSR of 0.4275 GHz. The light transmitted through the gas cell is detected with an extended InGaAs photodetector.
Fig. 2. Schematic of the generic experimental setup used for the implementation of calibration-free 1f-WMS technique.

(Thorlabs PDA10DT-EC) whose output is connected to a National Instruments data acquisition and processing (DAQ) system (Chassis number: PXIe1078, Data Acquisition Card number: PXI6366) that records the raw data output from the receiver. Digital phase sensitive demodulation is then carried out using a custom LabVIEW programme on the PXI host-PC at both the fundamental and second harmonic frequencies. This allows a direct comparison of the proposed technique with $2f/1f$ using the same recorded data. The laser was modulated with a 100 kHz, 24 mA$_{pp}$ sinusoid superimposed on a 10 Hz, 60 mA$_{pp}$ current ramp with an 60 mA central current offset. The m-value in this case is 1.3, maximising the $2f/1f$ signal.

The magnitude of the simulated and experimental $R_{1f}/Y_{1f}$ signals are shown in Fig. 3, for a 100% sample of carbon dioxide at 1 bar. The residual errors have been calculated by measuring the percentage difference between the simulated and experimental signal with the peak to peak signal amplitude being taken as the normalization factor for the background subtracted $R_{1f}/Y_{1f}$ signal and peak amplitude as the normalization signal for the background subtracted $2f/1f$ WMS signal. The residual error for the background subtracted $R_{1f}/Y_{1f}$ signal which is approximately 5% of the maximum absorption signal shows that there is good agreement between the simulated and the experimental signal.

Figure 4 shows the Allan Variance calculated for both the $2f/1f$ and $R_{1f}/Y_{1f}$ methods using the same recorded data. It also shows the Allan Variance for $R_{1f}/X_{1f}$, which shows the exact same trend as $R_{1f}/Y_{1f}$ for this particular set-up. However, we have not carried out a full analysis of the technique to ascertain how the sensitivity is affected by laser modulation characteristics (RAM magnitude, IM/WM phase etc), lock-in phase or other experimental settings. The concentration...
sensitivity for the Allan Variance was calculated using a theoretical reference spectral feature modeled using pre-characterized laser parameters to obtain the measured concentration. For a single non-averaged measurement, i.e. the Y-intercept in Fig. 4, it is clear that the $2f/1f$ technique has a lower overall sensitivity compared to the $R_{1f}/Y_{1f}$ method, and this trend continues as a function of the total integration time.

4. Comparison of CF-WMS Methodologies for the In-situ Measurement of CO$_2$ in the Exhaust of a Combustor

During the measurement campaign at the Cardiff University’s Gas Turbine Research Centre the experimental set-up shown in Fig. 2 was re-configured in two ways. The gas cell was replaced by an 150 mm diameter exhaust duct located 2.15 m downstream from the exhaust of a centrally fired generic diffusion swirl combustor, operated on a Jet A1 fuel, and the extended InGaAs detector was replaced with a mercury-cadmium-telluride (MCT) detector (Vigo). The light output from the fibre coupled Eblana laser was guided through the duct orthogonally to the direction of the exhaust flow using an aspheric lens fibre collimator (Thorlabs F810APC-2000) via a 3 mm thick, 32 mm diameter MgF$_2$ window (Crystran Ltd). The light then passed through a second window, located on the opposite side of the duct, prior to detection. As described in section 3, the data acquisition system recorded the raw data from the photo-receiver, thus allowing different WMS techniques to be compared off-line during the post-processing.

As the laser characterisation data could not be measured in real-time whilst the combustor was in operation, the values of $I/\Delta I_1$ and $I/\Delta I_2$ were obtained throughout the two day testing period at times when the combustor was turned off. Typical spectra obtained using both the $R_{1f}/Y_{1f}$ and $2f/1f$ techniques are shown in Fig. 5. It is clear from this figure that there is significant variation in the $\Delta I_2$ RAM background in the $2f/1f$ data. However, this background variation does not occur in the $R_{1f}/Y_{1f}$ signal, as it is not dependent on the nonlinearity in the optical properties of the system, as shown by the equation

$$
\frac{R_{1f}^{bkgnd}}{Y_{1f}^{bkgnd}} = \frac{\Delta I_1}{\Delta I_1 \sin(\psi_1)} = \frac{1}{\sin(\psi_1)}
$$

Initially, it was assumed that this variation in the $\Delta I_2$ background was caused by significant variation in interferometric noise due to window fouling and mechanical distortion during the combustor testing. However, the majority of this non-linear variation is actually caused by the
non-linear behaviour of the MCT output as a function of the detection frequency at high incident optical powers. This is evidenced in Fig. 6 where the lasers $I/\Delta I_1$ characteristics have been measured as a function of incident optical power for both the InGaAs detector and the MCT detector. The data for this figure was acquired by connecting the output fibre from the laser in series with a fibre coupled variable optical attenuator and then a 3 dB optical fibre coupler. One splitter output was then connected directly to the MCT detector and the other splitter output was connected directly to the InGaAs detector. It is clear from Fig. 6 that the $I/\Delta I_1$ characteristics measured using the InGaAs detector remain constant as a function of the optical attenuation. However, in the case of the MCT an attenuation of at least 15 dB is required before the receiver begins to operate in a linear manner at both the DC and 100 kHz modulation frequency. This attenuation corresponds to an incident power on the MCT of 50 $\mu$W, and optical powers lower than this value are required in order to obtain accurate laser intensity characterisation.

This non-linear behaviour of the detector causes further difficulties in the WMS signal processing, particularly with the $nf/1f$ technique. In an environment such as a combustor exhaust there is considerable beam steering that causes temporal variation in the incident optical intensity, thus causing temporal variation of the non-linear output of the detector. As shown, this variation in receiver output gain will not have the same effect on the magnitude of the recovered $1f$ and $2f$ signals, as the gain varies as a function of input detection frequency. This will lead to significant errors in the recovered $2f/1f$ signals that cannot be accounted for at any time in the measurement process. Conversely, as the same non-linear gain from the detector affects both the $R_{1f}$ and the $Y_{1f}$ signal by the same magnitude, as they are recovered at the same frequency, any non-linear behaviour of the detector is also canceled out in the $R_{1f}/Y_{1f}$ normalisation process, and
therefore this technique will still allow accurate modeling and concentration recovery. This non-linear behavior of the detector therefore induces two sources of error in the $2f/1f$ spectra; the variation in the $\Delta I_2$ background that requires subtraction, and more importantly, a variation in the detector gain for the $1f$ and $2f$ signals.

During the Cardiff measurement campaign, the optical power transmitted through the combustor exhaust duct reduced significantly as the optical windows began to collect soot and debris, such that the optical power incident on the MCT reduced to be lower than 50 $\mu$W. This allowed accurate measurement of $I/\Delta I_1$ and $I/\Delta I_2$ during the measurement campaign. Figure 7 shows the measured $I/\Delta I_1$ at different times during the measurement campaign. Background 1 was captured at 15:26 (just before the test started) whereas background 2 and 3 were captured after the completion of the test at 16:34 and 18:18 respectively. Background 4 was captured the next day at 11:53. Backgrounds 1 and 2 were in the MCT detector’s non-linear operating region whereas background 3 and 4 were in the linear region. This was verified using the extended InGaAs detector in the laboratory.

The errors in recovered spectra due to the non-linear output behaviour of the detector is evidenced in Fig. 8, where the two methodologies have been used to calculate the output concentration and temperature. The figure also shows sample experimental data and the associated theoretical fits. In this case, all of the experimental data was obtained when the MCT was behaving non-linearly. However, the laser characterisation data used in the model has been obtained when the detector output is operating in the linear regime. As evidenced, the overall residual error in the fitting of the CF-1f-RAM signal is much lower than the error in the $2f/1f$ spectral fitting process.

Finally, comparative data for $2f/1f$ and $R_1f/Y_1f$ concentration and temperature measurements with gas extractive sampling, and thermocouples located 155 mm upstream and 700 mm downstream of the laser sensor system, are shown in Fig. 9 and 10 respectively. The extractive NDIR gas analyser required the removal of water vapour prior to measurement, providing a ‘dry’ $\text{CO}_2$
Fig. 8. Comparison of $R_{1f}/Y_{1f}$ and $2f/1f$ for one sample point of the Cardiff measurement campaign. The signals were measured when the MCT was operating in the nonlinear region. However, the laser parameters were measured when the MCT was operating in its linear region (Background 3).

Fig. 9. Comparison of concentration measurements during the Cardiff combustor measurement campaign using $R_{1f}/Y_{1f}$, $2f/1f$ and NDIR measurement techniques.

concentration. Therefore, to allow comparison to the measurements made using the two WMS measurement techniques, the extractively measured 'dry' concentration was corrected to a wet CO$_2$ concentration through the simple mass balance of the measured species in the exhaust rig. It is clear that both the concentration measurement WM techniques follow a similar trend to the extractive sampling measurements. However, there is a significant over-estimate in the $2f/1f$ methodology due to the induced errors from the non-linear RAM offset and the non-linearity in the detector gain at the two harmonics. Furthermore, the variation in the background offset causes more variability in the recovered concentration and temperature measurements using $2f/1f$ as compared to the $R_{1f}/Y_{1f}$ technique.
Fig. 10. Comparison of temperature measurements during the Cardiff combustor measurement campaign using $R_{1f}/Y_{1f}$, $2f/1f$ and the two thermocouples.

5. Discussion and Conclusion

This is the first demonstration of a calibration-free $1f$-WMS technique that uses the magnitude of the $1f$-WMS signal for the measurement of gas parameters. This method is applicable to all types of tunable lasers, both mid-IR and near-IR, operating at any $m$-value. It was verified through Allan variance measurements that show that the minimum sensitivity achieved by the $R_{1f}/Y_{1f}$ method is an improvement on the $2f/1f$ method. However, this has only been verified for the laser parameters required for one particular testing regime, and using one laser and therefore one set of laser modulation characteristics. A more detailed comparison of this technique and other CF-WMS techniques for different laser operating characteristics as well as for different types of lasers is being done at present and the results would be reported in a future publication. The minimum sampling rate required for the $R_{1f}/Y_{1f}$ measurement is half of that required for the corresponding $2f/1f$ measurement. Also, if an embedded system is used for the $2f/1f$ measurement, as compared to $R_{1f}/Y_{1f}$ measurement technique, the requirements in terms of the memory and the processing speed of the embedded system would also be higher. This is due to the necessity to acquire a larger number of signals in the $2f/1f$ technique. We have also shown a comparison of the two techniques during exhaust measurements from a combustor to measure CO$_2$. In this case, the optical detector showed significant non-linearity as a function of the frequency of the incident optical signal. This non-linearity caused variation in the $2f/1f$ background that could not be compensated for in the signal processing, and also caused distortion in the processed $2f/1f$ data due to the gain variation in the first and second harmonic signals. Neither of these drawbacks are present in the technique proposed in this work, as the background signal just depends on the ratio of the $1f$-WMS signal along the two lock-in amplifier axes and is therefore immune to any changes in $I$, and there is no gain variation in the signal processing as only the first harmonic signal is recovered. This new technique would therefore be advantageous for applied gas sensing applications, particularly for embedded systems in chemical species tomography.
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