Synthetic C$^{18}$O observations of fibrous filaments: the problems of mapping from PPV to PPP
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ABSTRACT
Molecular-line observations of filaments in star-forming regions have revealed the existence of elongated coherent features within the filaments; these features are termed fibres. Here we caution that, since fibres are traced in PPV space, there is no guarantee that they represent coherent features in PPP space. We illustrate this contention using simulations of the growth of a filament from a turbulent medium. Synthetic C$^{18}$O observations of the simulated filaments reveal the existence of fibres very similar to the observed ones, i.e. elongated coherent features in the resulting PPV data-cubes. Analysis of the PPP data-cubes (i.e. 3D density fields) also reveals elongated coherent features, which we term sub-filaments. Unfortunately there is very poor correspondence between the fibres and the sub-filaments in the simulations. Both fibres and sub-filaments derive from inhomogeneities in the turbulent accretion flow onto the main filament. As a consequence, fibres are often affected by line-of-sight confusion. Similarly, sub-filaments are often affected by large velocity gradients, and even velocity discontinuities. These results suggest that extreme care should be taken when using velocity coherent features to constrain the underlying substructure within a filament.
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1 INTRODUCTION
Filaments have long been known to play an important role in the formation of stars, harbouring significant amounts of high-density molecular gas and acting as sites of core formation (Barnard 1907; Schneider & Elmegreen 1979). Recent observations by the Herschel Space Observatory have revealed just how important this role is (André et al. 2010; Arzoumanian et al. 2013; Könyves et al. 2015; Marsh et al. 2016). As a result, filaments have been the focus of numerous theoretical and numerical studies (Fischera & Martin 2012; Heitsch 2013; Hennebelle 2013; Hennebelle & André 2013; Smith, Glover & Klessen 2014; Freundlich, Jog & Combes 2014; Clarke & Whitworth 2015; Seifried & Walch 2015; Clarke, Whitworth & Hubber 2016; Smith et al. 2016; Clarke et al. 2017).

Observations of molecular line emission give information about a filament’s gas-phase chemical composition and its internal kinematics. Filaments are found to be kinematically complex, exhibiting multiple velocity components and velocity-coherent features, which have been termed fibres (Hacar et al. 2013; Tafalla & Hacar 2015; Hacar, Tafalla & Alves 2017; Dhabal et al. 2018, Suri et al. in prep.).

Models of filament fragmentation show that, due to their geometry, equilibrium filaments are prone to fragment into cores, but not sub-filaments (Imotsuka & Miyama 1992, 1997; Pon, Johnstone & Heitsch 2011). Clarke et al. (2016) show that the non-equilibrium evolution of an accreting cylindrically symmetric filament changes the spacing of the resulting cores but not the general manner of fragmentation.

Some recent numerical studies have been able to produce sub-filaments (Smith et al. 2016; Clarke et al. 2017). Smith et al. (2016) simulate a turbulent self-gravitating cloud, in which small filaments form due to the turbulent fragmentation, and are then swept up into a larger main filament by large-scale motions. This scenario is described as ‘fray and gather’, and the swept-up small filaments are identified as fibres.

Clarke et al. (2017) present simulations of single filaments forming in, and accreting from, a turbulent medium. In simulations in which the turbulent energy is comparable to the gravitational energy, sub-filaments form within the main filament, due to the turbulent internal velocity of the main filament; the turbulence is driven by accretion. This scenario conforms to the ‘fray and fragment’ scenario proposed by Tafalla & Hacar (2015).

Although these simulations produce extended coherent features in position-position-position (PPP) space, it is presently unclear how these features would appear in molecular-line observations, and...
how they compare with the observed fibres identified in position-
position-velocity (PPV) space. It is also unclear whether the ob-
served fibres correspond to coherent features in PPP space.

In this paper, we present the results of moving-mesh simulations
with the same initial setup used in Clarke et al. (2017), an initially
sub-critical filament which accretes from a supersonic turbulent
medium. We use sub-filaments exclusively to mean extended co-
herent features in PPP space, and fibres to mean extended coherent
features in PPV space. In Section 2, we detail the numerical setup,
the initial conditions and the production of synthetic observations.
In Section 3 we present the results of the simulations and the syn-
thetic C18O observations. In Section 4, we discuss the significance
of the results and compare to previous work and observations. In
Section 5, we summarise our conclusions.

2 NUMERICAL SETUP

2.1 Simulations

The simulations presented in this paper have been performed
using the moving-mesh code AREPO (Springel 2010). The code
uses self-gravitating hydrodynamics, with time-dependent coupled
chemistry and thermodynamics. The boundary conditions are pe-
riodic for the hydrodynamics, but not for self-gravity. Ten sim-
ulations are performed with different random seeds (labelled SIM01
to SIM10).

The computational domain is defined by Cartesian co-ordinates
(x, y, z), with |x| < 3.0 pc, |y| < 3.0 pc and |z| < 2.5 pc. The initial
density field is cylindrically symmetric about the z axis, so we also
introduce a radius variable w = (x² + y²)¹/², and put
\[ \rho(w, z) = \begin{cases} 
15 \text{M}_\odot \text{pc}^{-3} (w/\text{pc})^{-1}, & w < 3.0 \text{ pc}, |z| < 1.5 \text{ pc}; \\
0.015 \text{M}_\odot \text{pc}^{-3}, & \text{elsewhere}. 
\end{cases} \]

(1)

Here the low-density gas is simply a filler in the outer regions of the
computational domain, and plays no significant role in the evolution
of the filament; it constitutes ~0.01 per cent of the total mass. The
initial density field is set up and settled with ~10⁶ cells all having
approximately the same mass.

The initial velocity field is given by
\[ v(w, z) = \begin{cases} 
-0.75 \text{ f km s}^{-1} + v_{\text{turb}}, & w < 3.0 \text{ pc}, |z| < 1.5 \text{ pc}; \\
0 \text{ km s}^{-1}, & \text{elsewhere}. 
\end{cases} \]

(2)

Without the turbulent component, v_{turb}, this gives a cylindrically
symmetric inflow of 70 M_\odot Myr^{-1} pc^{-1} towards the z axis. The
dense gas initially at \( w \sim 3 \text{ pc} \) takes ~4 Myr to reach the z axis.
Since the simulations are only run for ~0.45 Myr, the low-density
filler gas outside \( w \sim 3 \text{ pc} \) does not have time to influence the
dynamics near the z axis where the filament is accumulating. The
turbulent velocity field, \( v_{\text{turb}} \), is generated assuming a power spec-
trum \( P_{v_{\text{turb}}} \sim k^{-4} \), with \( k_{\text{min}} = 4.2 \text{ pc}^{-1} \), a thermal mix of compres-
sive and solenoidal modes, and a mean velocity dispersion of
1 km s^{-1}.

The chemical network in the simulations is a combination of the
hydrogen network introduced in Glover & Mac Low (2007a,b) and
the CO network of Nelson & Langer (1997); this combined
network is introduced as NL97 in Glover & Clark (2012). We use
the cosmic ray heating rate, and the radiative heating and cooling
rates presented in Glover & Mac Low (2007a,b); a standard dust-
to-gas ratio of 0.01; and solar elemental abundances (relative to
hydrogen the abundances by number of helium, carbon and oxygen
are respectively \( \chi_\text{He} = 0.1, \chi_\text{C} = 1.41 \times 10^{-4} \) and \( \chi_\text{O} = 3.16 \times 10^{-4} \)
(Glover & Clark 2012).

We combine the interstellar radiation field (ISRF) defined by
Draine (1978) at ultraviolet wavelengths, with that defined by Black
(1994) at longer wavelengths; the ISRF is normalised to the local
ISRF, \( G_0 = 1.7 \) in Habing (1966) units. The ISRF is attenuated using the TREECOL algorithm presented in Clark, Glover & Klessen
(2012), we direct the reader to that paper for more details. The
cosmic ray ionization rate is \( \zeta_{\text{CR}} = 10^{-17} \text{ s}^{-1} \), consistent with
what is measured in dense gas (Caselli et al. 1998; Bergin et al. 1999).

The gas is initially fully atomic and at 40 K; runs with initially
fully molecular gas, and runs at different initial temperatures, show
no significant differences. This supports the results of Glover &
Clark (2012) and Clark & Glover (2015), who find that the initial
cosmological chemical state of a cloud does not significantly alter the
global dynamic evolution once the gas density is above ~100 cm^{-3}.

The resolution of the simulation is of order \( r_{\text{cell}} = (3 \text{V}_{\text{cell}}/4\pi)^{1/3} \),
where \( V_{\text{cell}} \) is the volume of a cell. Cell refinement is used to ensure
that the resolution always satisfies the Truelove criterion (Truelove
et al. 1997), i.e. \( r_{\text{cell}} \lesssim \lambda_{\text{Jeans}}/8 \), where \( \lambda_{\text{Jeans}} \) is the local Jeans length.
The majority of the gas in the filament has density in the range
~10^{-21} to ~10^{-18} g cm^{-3}, giving spatial resolution in the range
~3 \times 10^{-3} to ~3 \times 10^{-4} pc. Due to cell refinement the simulations
end with ~10^7 cells (having started with ~10^9).

2.2 Synthetic observations

We generate maps of the C18O(1 - 0) monochromatic intensity,
\( I_{\text{obs}} \), from the simulations, using the post-processing radiative
transfer code RADMC-3D (Dullemond 2012). The C18O(1 - 0) line
is chosen because it was used in the first detection of fibres by
Hacar et al. (2013).

To run RADMC-3D we use the in-built AREPO algorithm to map
the Voronoi mesh onto a fixed Cartesian grid, with a resolution of
0.01 pc, and covering ~2.0 pc < x, y, z < +2.0 pc; this domain
includes the filament and the accretion flow, while omitting most of
the low density ‘filler’ gas.

RADMC-3D is run assuming non-local thermodynamic equilibrium
and uses the large velocity gradient approximation (Sobolev 1957).
To test the applicability of the large velocity gradient approximation
the Sobolev length scale is calculated and compared to the grid size.
The Sobolev length scale, \( L \), is defined as
\[ L = \frac{\sigma}{|v_{\text{dr}}|}, \]

(3)

where \( \sigma \) is the thermal width of C18O and \( |v_{\text{dr}}| \) is the absolute
velocity gradient in the line of sight. At 10 K the thermal width
of C18O is ~0.05 km s^{-1}. We find that the median value of the
Sobolev length scale is 0.009 pc. As the grid spacing is 0.01 pc, the
Sobolev length scale is comparable to the grid size confirming that the
large velocity gradient approximation is applicable. We refer the reader
to Ossenkopf (2002) for a discussion on the applicability of the
large velocity gradient approximation in a turbulent medium and its
accuracy.

The energy levels and excitation coefficients of C18O are taken
from the Leiden Atomic and Molecular Database (Schöier et al.
2005) and uses the work of Yang et al. (2010). The number density of
C18O is given by \( n_{\text{C18O}} = n_{\text{H}_2}/500 \) (Wilson & Rood 1994);
C^{18}O is the isotopologue traced in the modified NL97 chemical network.

Micro-turbulence is usually included in synthetic observations, to account for the unresolved velocity dispersion on scales smaller than the grid resolution. We do not include micro-turbulence here, since the gas inside the filament has a velocity dispersion of only \(\sim 0.05 \text{ km s}^{-1}\) on scales of \(\sim 0.01 \text{ pc}\). This is much less than the typical C^{18}O line-widths in the synthetic spectra, so the inclusion of micro-turbulence would have very little effect on the analysis.

At high densities, CO is expected to freeze-out on to dust grains (Caselli et al. 1999; Redman et al. 2002; Savva et al. 2003; Christie et al. 2012; Giannetti et al. 2016). Since CO freeze-out is not included in the modified NL97 chemical network, we use the freeze-out approximation introduced in Hollenbach et al. (2009), which estimates the instantaneous equilibrium between freeze-out and desorption. We note that this method probably overestimates the degree of freeze-out, since it yields \(> 50 \text{ per cent freeze-out at number densities } n_{\text{H}} > 3 \times 10^{16} \text{ cm}^{-3}\), whereas observations suggest that this only occurs for \(n_{\text{H}} > 10^{17} \text{ cm}^{-3}\) (Lippok et al. 2013).

Hacar et al. (2013) used the 14m FCRAO telescope to produce their C^{18}O map of L1495 in Taurus. This gave a velocity resolution of 0.07 km s\(^{-1}\); a spatial resolution of 60''\(^{1}\), corresponding to \(\sim 0.04 \text{ pc} \text{ at the distance of Taurus} (140 \text{ pc}; \text{ Elias} (1978)); \text{ and a noise level of } \sim 0.1 \text{ K per velocity channel. The synthetic image from RADMC-3D is noiseless and has better spatial and velocity resolution than the Hacar et al. (2013) data, viz. 0.01 \text{ pc and 0.02 km s}^{-1}, \text{ respectively. Therefore we degrade the synthetic images by rebinning the velocity channels, convolving each velocity channel map with a 2D-Gaussian having full width half maximum (FWHM) of 0.04 pc, and finally adding noise. For each voxel, the noise is obtained by sampling from a Gaussian distribution with a mean of zero and a standard deviation of 0.1 K.}

3 RESULTS

The AREPO simulations presented here produce very similar morphologies to those presented in Clarke et al. (2017), which used smoothed particle hydrodynamics. Fig. 1a shows the column density from one frame of simulation sn02 (this frame is used throughout the paper to illustrate the procedures used). One can see numerous elongated sub-filaments.

Fig. 1b shows the corresponding C^{18}O integrated intensity map. The morphology of the filament is unchanged, but the sub-structure is much less sharp than in Fig. 1a, and due to freeze-out some of the column-density peaks are missing. The lack of obvious signs of fibres in the integrated intensity map is similar to the results of Hacar et al. (2013).

Fig. 1c shows the first moment map, i.e. the intensity-weighted mean radial velocity along each line of sight. Only velocity channels with greater than 5\(\sigma\) detections (i.e. > 0.5 K) are included in the calculation. The filament shows a complex velocity field with large alternating radial velocities, spanning a range of \(\sim 2.0 \text{ km s}^{-1}\). This corresponds to the range of velocities in the accretion flow, i.e. \(\sim 1.0 \text{ km s}^{-1}\) towards the observer and \(\sim 1.0 \text{ km s}^{-1}\) away from the observer, and is very similar to the range seen in L1495 by Tafalla & Hacar (2015).

Fig. 1d shows the second moment map, i.e. the intensity weighted velocity dispersion along each line of sight. As with the first moment map, only velocity channels with greater than 5\(\sigma\) detections are included in the calculation. The second moment map varies greatly over the filament, from regions with sub- or trans-sonic widths, to regions with highly supersonic widths. Small absolute radial velocities and large velocity dispersions tend to be concentrated near the spine of the filament. Conversely, large absolute radial velocities and small velocity dispersions tend to be found towards the edges of the filament. This is because the edges trace the shocks where the inflowing gas accretes onto the filament, while lines of sight near the spine are seeing through turbulent gas inside the filament.

4 DISCUSSION

To investigate whether the large second moment values in the interior of the filament are due to single broad velocity component or multiple narrow velocity components, we show in Fig. 2 the spectra on five different representative lines of sight. Several spectra have multiple velocity components, and most components have sub- or trans-sonic widths. This prevalence of multiple narrow velocity components suggests the existence of fibres.

To distinguish between small localised regions with multiple velocity components (e.g. accreting cores) and regions which contain multiple elongated sub-structures at different velocities, we use position-velocity (PV) diagrams. Fig. 3 displays longitudinal strips of the monochromatic intensity, \(I_{\text{obs}}^{\text{PV}}\), in PV space. What appears to be a single filament on the integrated intensity map is seen to be highly structured in velocity, and composed of fibres. This can also be seen in Fig. 4, which displays horizontal strips of \(I_{\text{obs}}^{\text{PV}}\) in PV space. There are often high velocity gradients across a filament, and also multiple structures aligned along the line of sight but separated by \(\sim 1 \text{ km s}^{-1}\) in radial velocity.

Due to the complex kinematics and number of multiple velocity components, it is apparent that the first and second moment maps can be misleading, and we need to fit the individual velocity components in each spectrum.

4.1 Fitting multiple velocity components

We have develop a new, fully automated routine (Behind the Spectrum, BTS) for fitting multiple velocity components in optically thin lines. The routine does not assume the number of components in the spectrum a priori, but uses the first, second and third derivatives to determine their number and positions. A least-squared fitting routine is then used to determine the best fit with that number of components, checking for over-fitting and over-lapping velocity centroids. A detailed explanation of BTS is given in Appendix A, along with tests.\(^2\) Fig. 5 shows the fits for the five spectra presented in Fig. 2.

For each component, \(c\), BTS returns the amplitude (i.e. central intensity \(I_{\text{c}}^{c}\)), velocity centroid (\(v_{c}\)) and dispersion (\(\sigma_{c}\)). Fig. 6 shows histograms of these parameters, and the reduced \(\chi^2\) values. The amplitudes peak just below 1 K. The distribution of velocity centroids is roughly symmetric, but non-Gaussian. The velocity dispersions are predominately sub- or trans-sonic, peaking at around 0.2 km s\(^{-1}\). The reduced \(\chi^2\) values peak just above \(\sim 1\), which is the value for a good fit. Values less than 1 may be due to over-fitting, but they are rare. There are some fits with \(\chi^2 > 2\), but these too are rare (1.4 per cent of all fits), and are excluded from further analysis.

\(^2\)BTS can be downloaded from https://github.com/SeamusClarke/BTS
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Figure 1. Maps showing a) column density, b) integrated intensity, c) intensity-weighted velocity centroid, and d) intensity-weighted velocity dispersion, for the synthetic C$^{18}$O observations of a single representative frame from sim02. The column density map and the synthetic C$^{18}$O maps all have the same pixel size, 0.02 pc; the column density map has not been convolved with a beam.

The velocity centroid distribution can be approximated by a wide, approximately Gaussian distribution, centred on $0 \text{ km s}^{-1}$, which represents the turbulent gas inside the filament, plus two narrower outlying peaks at $\pm 1 \text{ km s}^{-1}$, which represent the inflowing gas. Combining the inflow velocity, $v_{\text{in}} \approx 1 \text{ km s}^{-1}$, with the mean radius of the filament, $R_{\text{filament}} \approx 0.2 \text{ pc}$ and the critical density for C$^{18}$O($J = 1 - 0$) excitation, $n_{\text{crit}} \approx 1400 \text{ H}_2 \text{ cm}^{-3}$, we can estimate the mass inflow rate onto unit length of the filament, $\dot{M} \approx \pi R_{\text{filament}} n_{\text{crit}} \bar{m} v_{\text{in}} \approx 90 \text{ M}_\odot \text{ pc}^{-1} \text{ Myr}^{-1}$, but due to gravitational acceleration this increases to $\approx 100 \text{ M}_\odot \text{ pc}^{-1} \text{ Myr}^{-1}$ by the time at which the synthetic observations are produced. Thus, C$^{18}$O($J = 1 - 0$) observations may afford a way of estimating accretion rates.

The distribution of velocity dispersions is strongly peaked at the sound speed, $c_s \approx 0.2 \text{ km s}^{-1}$, and 89 per cent of components have widths below the transonic limit at $2c_s \approx 0.4 \text{ km s}^{-1}$. This is in agreement with recent observational studies, which show that turbulence in filaments is typically sub- or trans-sonic (Arzoumanian et al. 2013; Hacar et al. 2013; Fernández-López et al. 2014; Kainulainen et al. 2016), and with SPH simulations of forming filaments by (Clarke et al. 2017), which show that the low levels of turbulence in filaments can be maintained by the lumpy accretion flow from the surrounding turbulent medium. Since on many lines of sight the spectrum has several distinct components, each with sub- or trans-sonic dispersion, this is macro-turbulence, i.e. bulk structures with sub- or trans-sonic internal velocity dispersion, moving at trans- or super-sonic velocities with respect to each other. Other simulations of turbulence driven by mass accretion show similar results, i.e. the driven turbulence is not isotropic but highly structured (Heitsch, Naab & Walch 2011).

4.2 Identifying fibres in PPV space

Hacar et al. (2013) use a friends-of-friends (FoF) algorithm to identify fibres, and we follow their procedure as closely as possible. For this purpose, the PPV data comprise points representing the centres of pixels, $(x_p, y_p)$ and the centroids of velocity components identified on the associated lines of sight, $v_{p,c}$ ($1 \leq c \leq C_p$), where $C_p$ is the number of components along sight-line $p$. Those points, $(x_p, y_p, v_{p,c})$, that have signal-to-noise ratio $\text{SNR} > 6$ and at least 4 ˊ“good neighbours” are classified as ‘Grade 1’, and the rest as ‘Grade 2’; a good neighbour is an adjacent pixel (one of 8) that has a velocity component, $(x_{p', c'}, v_{p', c'})$, that is sufficiently close velocity centroid, $v_{p,c}$, that the gradient between them,

$$\nabla v = (v_{p,c} - v_{p',c'})/\sqrt{(x_p - x_{p'})^2 + (y_p - y_{p'})^2},$$

(4)
Figure 2. On the left, the integrated intensity map of the C^{18}O emission, with black dots showing the location of the five spectra displayed on the right. Four of the five spectra show multiple velocity components (as shown in Section 4.1 and Fig. 5).

Figure 3. On the left, the integrated intensity map of the C^{18}O emission, with white vertical lines showing the location of the three position-velocity plots displayed on the right.

satisfies |∇v| < 3 km s^{-1} pc^{-1}, and (ii) SNR > 6. Next, we run a FoF search on the Grade 1 points, starting with the brightest one, and using a separation threshold of 0.04 pc (2 pixels) and a velocity-gradient threshold of 3 km s^{-1} pc^{-1}. Once this search is complete, friendship groups with fewer than 8 Grade 1 points are discarded as being insignificant. Finally, starting from the friendship groups with more than 7 Grade 1 points, we extend the FoF search to the Grade 2 points, using the same separation and velocity-gradient thresholds as before; this dilates the existing fibres. Table 1 gives the number of fibres identified in each simulation.
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Figure 4. On the left, the integrated intensity map of the C$^{18}$O emission, with white horizontal lines showing the location of the three position-velocity plots displayed on the right.

Figure 5. The same five spectra displayed in Fig. 2 are plotted in blue, overlaid with the fits in yellow. The reduced $\chi^2$ value is shown on each plot. Individual velocity components are displayed with black dashed lines.
Fig. 7 shows the fibres from SIM 2, demonstrating that they are elongated and similar in morphology to those identified by Hacar et al. (2013). When we repeat this analysis without the CO freeze-out post-processing step, the fibres identified are almost identical, suggesting that the presence of fibres is not sensitive to the tracer used. Indeed, fibres have also been observed using N$_2$H$^+$, a tracer which is not affected by freeze-out (Hacar et al. 2017). Here we test the assumption on a single simple structure, an isolated filament.

To isolate the gas in fibres, we apply two criteria. First, for each velocity component $c$ (defined by $I_c$, $v_c$, $\sigma_c$) we consider only the gas along that line of sight having velocity in the interval $v_c \pm 1.175\sigma_c$, i.e. within the FWHM. Second, since we are using the C$^{18}$O($J = 1 \rightarrow 0$) line, we only consider gas which has a number density greater than the critical value for this transition, $n_{\text{crit}} \sim 1400$ cm$^{-3}$, in order to limit line of sight contamination by diffuse gas in the accretion flow. From the simulations we know that the median density of cells with at least 10 per cent of their carbon in CO is $\sim$1300 cm$^{-3}$, so using $n_{\text{crit}}$ as a density threshold is reasonable.

Fig. 8 illustrates the results of applying this procedure to the five spectra in Fig. 2. In the lefthand panels, the coloured bands mark the FWHMs of the different velocity components, i.e. from $v_c - 1.175\sigma_c$ to $v_c + 1.175\sigma_c$. In the righthand panels, the density profiles along the corresponding lines of sight are presented, and the coloured bands mark the regions contributing to the different velocity components. Line of sight confusion is evident in several cases. In the bottom spectrum the overlapping narrow and wide components come from the same PPP feature, with the narrow component tracing quiescent material near the density peak, and the wide component tracing more extended material accreting on to this peak. In the middle spectrum, the four components originate from a region $\sim$1 pc wide; the main density feature along this line of sight (roughly between 0.1 and 0.4 pc) contains two velocity components (green and yellow bands), due to the convergent flow forming it, whilst the red and blue components are associated with density enhancements in the accretion flow, with the red component

### Table 1.

A table showing the number of fibres identified in each of the 10 simulations, and the number of fibres which when mapped into PPP space are ‘complete’ continuous features, or ‘contaminated’ by gas along the line-of-sight, or a combination of ‘separate’ PPP features (see Section 4.3 for discussion).

<table>
<thead>
<tr>
<th>SIM ID</th>
<th>fibres</th>
<th>complete</th>
<th>contaminated</th>
<th>separate</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>18</td>
<td>10 (55.5%)</td>
<td>4 (22.2%)</td>
<td>4 (22.2%)</td>
</tr>
<tr>
<td>02</td>
<td>25</td>
<td>14 (56.0%)</td>
<td>7 (28.0%)</td>
<td>4 (16.0%)</td>
</tr>
<tr>
<td>03</td>
<td>21</td>
<td>7 (33.3%)</td>
<td>6 (26.8%)</td>
<td>8 (38.1%)</td>
</tr>
<tr>
<td>04</td>
<td>17</td>
<td>7 (41.2%)</td>
<td>5 (29.4%)</td>
<td>5 (29.4%)</td>
</tr>
<tr>
<td>05</td>
<td>26</td>
<td>15 (57.7%)</td>
<td>8 (30.8%)</td>
<td>3 (11.5%)</td>
</tr>
<tr>
<td>06</td>
<td>26</td>
<td>10 (38.5%)</td>
<td>10 (38.5%)</td>
<td>6 (23.1%)</td>
</tr>
<tr>
<td>07</td>
<td>15</td>
<td>6 (40.0%)</td>
<td>5 (33.3%)</td>
<td>4 (26.7%)</td>
</tr>
<tr>
<td>08</td>
<td>23</td>
<td>13 (56.5%)</td>
<td>6 (26.1%)</td>
<td>4 (17.4%)</td>
</tr>
<tr>
<td>09</td>
<td>24</td>
<td>12 (50.0%)</td>
<td>7 (29.2%)</td>
<td>5 (20.8%)</td>
</tr>
<tr>
<td>10</td>
<td>24</td>
<td>13 (54.2%)</td>
<td>5 (20.8%)</td>
<td>6 (25.0%)</td>
</tr>
<tr>
<td>Total</td>
<td>219</td>
<td>107 (48.9%)</td>
<td>63 (28.8%)</td>
<td>49 (22.3%)</td>
</tr>
</tbody>
</table>

Fig. 6. Histograms showing the distributions of amplitude, velocity centroid, velocity width, and reduced $\chi^2$.

Similar tests have been performed on cloud scale simulations – albeit without chemistry and radiative transfer – showing that projection effects are important and can greatly complicate the mapping between PPV and PPP (Moeckel & Burkert 2015; Zamora-Avilés, Ballesteros-Paredes & Hartmann 2017). Here we test the assumption on a single simple structure, an isolated filament.

4.3 Mapping fibres from PPV into PPP space

It is sometimes assumed that coherent structures in PPV space correspond to coherent structures in PPP space. We test here how reliable this assumption is for simulations of filament formation.
Figure 7. A 3D plot showing the velocity centroids of the velocity components in PPV space, colour coded to show the individual groups identified using the friends-of-friends algorithm. The structures are generally filamentary and resemble the fibres in Hacar et al. (2013).

Figure 8. The lefthand frames display the same five spectra presented in Fig. 2, and the righthand frames display the density profiles along the corresponding lines-of-sight. The coloured bars identify the ranges contributing to the different velocity components ($v_c \pm 1.15 \sigma_c$).
being associated with two distinct density features. The fourth spectrum shows severe line-of-sight confusion, with alternating velocity components (yellow and blue bands) due to acoustic oscillations.

The fibres identified in PPV space (see Section 4.2) are found by collating the centroids of the fitted velocity components, and so can be mapped into PPP space by summing all the voxels contributing to the FWHMs of those velocity components. Fig. 9 shows the distribution in PPP space of all the fibres in Fig. 7. In PPP space, most fibres are compounded by continuous features, but they are also often fragmented or indistinct – due to confusion, blending at boundaries, and overlaps.

In order to quantify this assertion, we estimate the proportions of fibres that are ‘complete’, ‘contaminated’ or ‘separate’. To do this we use a FoF algorithm (as in Section 4.2) to identify groups of voxels in PPP space. To be friends, two voxels must be no more than 0.04 pc (2 voxels) apart. A fibre is ‘complete’ if all the associated voxels belong to the same group. A fibre is ‘separate’ if the associated voxels belong to more than one group, and two of these groups overlap on more than 7 lines of sight (i.e. 7 pixels). A fibre is ‘contaminated’ if the associated voxels belong to more than one group, but none of these groups overlap on more than 7 lines of sight. Table 1 gives the number of fibres that fall into these categories; around 50 per cent of fibres are complete in PPP space, 30 per cent are contaminated, and 20 per cent are separated.

We conclude that great caution must be exercised when discussing the properties of features identified in PPV space. In the simulations, only half of such features are free from contamination along the line of sight and attributable to a single feature in PPP space; one cannot know which ones without knowledge of the third spatial dimension. Moreover, many of those which are attributable to a single feature in PPP space would not be identified as coherent features in PPP space, as evidenced by the considerable overlap at the boundaries of features in Fig. 9. This is consistent with the results of Zamora-Avilés et al. (2017), who, using cloud-scale simulations, show that what is defined as a fibre is dependent on the viewing angle, and that fibres are often formed by density enhancements which are separated by over a parsec along the line-of-sight.

While there appears to be rather poor correspondence between fibres identified in PPV space, and sub-filaments identified in PPP space, the detection of fibres within a larger filament does indicate that there is a significant level of internal macro-turbulence. As the internal macro-turbulence is likely to be driven by lumpy accretion from the surrounding medium, fibres may be a good indicator of ongoing accretion. Conversely, a lack of fibres within a filament may reflect a low level of ongoing accretion.

4.4 Identifying sub-filaments in PPP space

We use the DISPERSE (Discrete PERsistent Structures Extractor, Sousbie 2011) algorithm to locate filaments in PPP space. DISPERSE identifies critical points where the density gradient goes to zero, and integral lines connecting neighbouring critical points. These integral lines define the spine of a filaments; the ratio between the densities at either end of an integral line defines the persistence ratio, giving a measure of how robust that element of the spine is.

To run DISPERSE we use the logarithm of the number density, in order to reduce the dynamic range. Spines are retained if the persistence ratio is greater than 0.3 (i.e. $\Delta \log_{10}(n) \leq 0.3$), the density is greater than $10^3$ cm$^{-3}$, and the spine connects at least 10 points. Before analysis, spines are smoothed using DISPERSE’s inbuilt function SKELECONV and the option SMOOTH with a smoothing length of 5 points.

Once the spine of a sub-filament has been found, we determine the gas that is associated with it, by producing a radial density profile at every spine point and collating all points within the FWHM of this profile. The profile at a spine point is obtained by first defining the
Figure 10. A 3D plot showing the sub-filaments found using DISPERSE. In the top panel, the different sub-filaments are colour coded. In the bottom panel the colour shows the line-of-sight velocity from the simulation at that position.

Fig. 10 shows the gas associated with the 28 highly tangled sub-filaments identified by DISPERSE in sim02. The bottom panel of Fig. 10 shows the mean line-of-sight velocity at each pixel aligned with a sub-filament point, demonstrating that some sub-filaments possess
a large velocity range, \( \lesssim 3 \text{ km} \text{s}^{-1} \). This is one reason why features identified in PPP space do not always correspond to well-defined features in PPV space.

### 4.5 Mapping sub-filaments into PPV space

Each voxel from the simulation data-cube has position, \((x, y, z)\) and velocity, \((v_y, v_z)\), and therefore defines a point in, for example, the \((x, y, v_z)\) PPV space. Fig. 11 shows the points for a single sub-filament, demonstrating that it exists over a wide range of velocities, from \(\sim 2.0\) to \(\sim 1.5 \text{ km} \text{s}^{-1}\). In some places it is split into 2 distinct branches, one between \(\sim 0\) and \(\sim 1 \text{ km} \text{s}^{-1}\), and the other between \(\sim -1\) and \(\sim -2 \text{ km} \text{s}^{-1}\). Sub-filaments frequently exhibit large velocity gradients, abrupt breaks, and multiple strands in PPV space, like this one.

Using these points, we produce an approximate PPV data-cube for this sub-filament. We define velocity bins \(0.08 \text{ km} \text{s}^{-1}\) wide (matching the velocity resolution of the synthetic spectra), and add the volume density associated with each point to the corresponding bin. Any points that have density below the critical density \(1400 \text{ cm}^{-3}; \sim 10\) per cent of points), or above the freeze-out density \(10^5 \text{ cm}^{-3}; \sim 1\) per cent of points) are discarded. This procedure avoids doing radiation transport, and is therefore only meaningful because the \(^{12}\)CO line is thermally excited and optically thin. Fig. 12 shows the column density of this sub-filament, and spectra at the three positions marked with black dots, showing multiple velocity components, one at \(\sim -1 \text{ km} \text{s}^{-1}\) and the other at \(\sim 0 \text{ km} \text{s}^{-1}\). High velocity ranges and steep velocity gradients within individual sub-filaments are the main reason why they can not be identified reliably in PPV space.

Moreover, there are often multiple sub-filaments along the same line-of-sight and occupying the same velocity range. Fig. 13 shows the number of sub-filaments along each line-of-sight in SIM02.

30 per cent of lines of sight intercept more than one sub-filament, and in the immediate vicinity of a dense core, there can be as many as 5 unique sub-filaments along a single line-of-sight. The possibility of multiple sub-filaments along a line-of-sight and the fact that individual sub-filaments are often not velocity coherent and distinct, means that it is extremely difficult to recover them from PPV cubes.

### 4.6 The statistics of fibres and sub-filaments

We use \(J\)-moments (Jaffa et al. 2018) to classify the morphologies of fibres and sub-filaments from their 2D projection on the sky. To determine \(J\)-moments, we first construct dendrograms to identify structures. Dendrograms identify hierarchically nested structures and can be visualised as a tree-like structure. The largest structure is termed the trunk which is subsequently split into smaller structures called branches. These branches continue to be split until they reach local maxima which cannot be split again, termed leaves. The dendrograms are built in three-dimensional space (either PPP or PPV), using the \textsc{astrodendro} Python package,\(^3\) and then these structures are projected into the same two-dimensional space (PP). This allows for a direct comparison between structures in different three-dimensional spaces. To construct dendrograms, we need to set three parameters: the minimum intensity that a pixel must have to be considered when building the dendrogram, \(\text{min}_\text{value}\); the minimum intensity excess that a leaf or branch must have relative to its parent branch or trunk to be retained, \(\text{min}_\text{delta}\); and the minimum number of pixels that a leaf or branch must have to be retained, \(\text{min}_\text{npix}\). For sub-filaments in volume-density cubes we set \(\text{min}_\text{value} = 10^3 \text{ cm}^{-3}\), \(\text{min}_\text{delta} = 10^3 \text{ cm}^{-3}\), and \(\text{min}_\text{npix} = 65\). For fibres in the velocity cubes we set \(\text{min}_\text{value} = 0.5 \text{ K}\), \(\text{min}_\text{delta} = 0.3 \text{ K}\), and \(\text{min}_\text{npix} = 60\). These choices are dictated by the noise levels in the data-cubes.

For the purpose of explaining \(J\)-moments, we assume that the intensity of a pixel measures surface-density, i.e. mass per unit area. For each element of the dendrogram (leaf, branch or trunk), we determine the area, \(A\), the mass, \(M\), a notional moment of inertia, \(I_0 = AM^2/4\pi\), and the principal moments of inertia, \(I_1\) and \(I_2\) (\(\geq I_0\)). From these we construct the \(J\)-moments, \(J_i = (I_0 - I_i)/(I_0 + I_i)\). Elements with \(0 < J_1 \leq J_2 < 1\) represent centrally concentrated structures, like cores; elements with \(-1 < J_1 \leq J_2 < 0\) represent centrally rarefied structures, like shells; and elements with \(J_1 > 0, J_2 > 0\) represent elongated structures, like filaments.

Fig. 14 shows the \(J\)-moments of the sub-filaments (left-hand plot) and fibres (right-hand plot) from SIM02. Almost all structures lie in the lower-right (pink) quadrant of the \(J\)-plot indicating, objectively, that at all levels they are elongated. Fig. 15 shows a Kernel Density Estimate (KDE) plot of \(J\)-values for the structures identified in all 10 simulations.\(^4\) The sub-filaments contain 288 structures: 162 leaves and 115 branches. The fibres contain 296 structures: 157 leaves and 129 branches.

Some statistical trends can be inferred from Fig. 15. Several of these trends are attributable to the fact that sub-filaments are defined using a larger range of volume-densities, \(\Delta \log_{10}(n) \lesssim 4\), whereas

\(^3\)http://www.dendrograms.org/

\(^4\)A KDE converts a set of discrete points, here given by \((J_1, J_2)\), into a continuous distribution, by convolving them with a kernel, in this case a Gaussian whose width has been computed using the method described by Silverman (1986).
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Figure 12. The lefthand frame displays the column density of the sub-filament from Fig. 11, and the black dots show the positions of the three ‘spectra’ displayed on the right, showing multiple velocity components, separated by \( \sim 1 \text{ km s}^{-1} \).

Figure 13. A map of the number of different sub-filaments along each line-of-sight. Over 30 per cent of lines-of-sight intercept more than one sub-filament.

fibres are defined using a much smaller range, \( \Delta \log_{10}(n) \lesssim 2 \); this is because the C\(^{18}\)O emission used to identify fibres is concentrated between the critical density, \( n_{\text{crit}} \approx 1400 \text{ cm}^{-3} \), and the freeze-out density, \( n_{\text{freeze-out}} \approx 10^5 \text{ cm}^{-3} \). First, fibres are – at all levels of the dendrogram – systematically narrower than sub-filaments, as evidenced by the fact that their elements (trunk, branches, leaves) are more concentrated towards the bottom righthand corner of the pink quadrant of the \( J \)-plot than those of sub-filaments. Second, there are a few fibre branches that are curved, and hence populate the bottom lefthand corner of the pink quadrant of the \( J \)-plot, with small \( J_1 \) and large negative \( J_2 \); this has to do with the braiding observed in fibres. Third, there are a few sub-filament leaves that are not very elongated, and hence populate the top lefthand corner of the pink quadrant of the \( J \)-plot; this has to do with the fact that the sub-filament analysis is better able to pick up small not very elongated but very dense condensations along the spine of a filament (proto-cores), which are not accounted for in the fibre analysis because it is assumed that their CO has frozen out.

4.7 High density tracers: N\(_2\)H\(^+\) and NH\(_3\)

fibres have also been detected in NGC 1333 (Hacar et al. 2017) and the Orion Integral Shaped Filament (Hacar et al. 2018) using N\(_2\)H\(^+\), which is a high density tracer. However, the Orion fibres are spatially distinct and easily identified on the integrated intensity map, unlike the Taurus fibres which overlap on the sky, and are only distinct in PPV space; thus in our terminology, the Orion fibres would actually be classified as sub-filaments. N\(_2\)H\(^+\) should be a better tracer of sub-filaments, since N\(_2\)H\(^+\) emission is less influenced by shocks than C\(^{18}\)O, and the volume-filling factor of N\(_2\)H\(^+\)-bright gas is much lower than C\(^{18}\)O-bright gas, leading to less line-of-sight confusion.

Ammonia (NH\(_3\)) is also a dense gas tracer, and is thought to trace similar gas to N\(_2\)H\(^+\) (Johnstone et al. 2010; Hacar et al. 2017). NH\(_3\) has been used to detect elongated features in the TMC-1 cloud in Taurus, using the NCLUS algorithm (Fehér et al. 2016), but it is unclear how these features relate to fibres as defined by Hacar et al. (2013). NH\(_3\) has also been used by Williams et al. (2018) to study the more massive filaments (aka spokes) in the hub-and-spoke system SDC13. However, they find no evidence for fibres; each of the four filaments (spokes) shows only a single velocity component.

It will be important to understand better how fragmenting filaments appear when observed with nitrogen bearing molecules. These molecules trace different gas from C\(^{18}\)O, and therefore mapping from PPV space to PPP space may be more straightforward. Synthetic N\(_2\)H\(^+\) and NH\(_3\) observations are outside the scope of this paper, but will be the focus of future work.
Figure 14. $J$ moments of the sub-filaments (lefthand plot) and fibres (righthand plot) from sn02, confirming that at all levels they are elongated. The square represents the trunk of the dendrogram, circles the branches, and triangles the leaves.

Figure 15. The distribution of $J$-moments for the sub-filaments (lefthand plot) and fibres (righthand plot) from all 10 simulations, constructed using a KDE. Filled black squares represent the trunks of the dendrograms. Black contours delineate the distribution of all structures; red and blue contours delineate the distributions of leaves and branches respectively.

5 CONCLUSIONS

Filament formation and fragmentation is a complex process, characterised by tangled, interconnected sub-structures and complicated kinematics, on both large and small scales. While it is the real density structures in PPP space that ultimately reflect the process of fragmentation and star-formation, molecular-line observations only reveal features in PPV space. Unfortunately, the mapping from PPV space to PPP space is compromised by confusion along the line-of-sight, and the identification criteria for features in PPV space (i.e. velocity coherence) do not guarantee that such features are physically continuous and distinct in PPP space.

Synthetic C$^{18}$O observations of simulated filaments show complex spectra, with multiple velocity components on many lines-of-sight, similar to real observations of filaments (Hacar et al. 2013; Tafalla & Hacar 2015; Dhabal et al. 2018, Suri et al. in prep.). Most of these velocity components have widths less than $\sim 0.4$ km s$^{-1}$, the transonic limit at $\sim 10$ K, in agreement with observational studies showing that turbulence within filaments is typically sub- or trans-sonic (Arzoumanian et al. 2013; Hacar et al. 2013; Fernández-López et al. 2014; Kainulainen et al. 2016).

Fibres, defined by Hacar et al. (2013) as velocity coherent structures in PPV space, are numerous in synthetic C$^{18}$O observations of the simulations presented here, with on average 22 fibres in a filament $\sim 3$ pc in length. Moreover, these fibres are not strongly affected by whether CO freeze-out at high densities is included.

The identification of velocity coherent fibres in filaments has led to the suggestion that fibres are discrete structures, and act as building blocks for filaments; hence that by studying individual fibres and groups of fibres one can infer the internal structure of a filament. However, mapping from PPV space to PPP space is often
Jaffa et al. (2018), we show that fibres are on average somewhat compromised by line-of-sight confusion; ~50 per cent of fibres have some form of contamination from a physically separate parcel of gas, or consist of two or more physically continuous but separate features that happen to reside at the same velocity. It is impossible for an observer to know which features in PPV space belong to the ~50 per cent that are continuous in PPP space. Furthermore, those features that are continuous in PPP space may only appear distinct in velocity space because of internal shocks. It is therefore unclear what the properties of individual fibres and groups of fibres can tell us about the underlying structure of a filament, beyond the presence of internal shocks.

Fibres identified in PPV space do not correspond closely with sub-filaments identified in PPP space. As discussed in Clarke et al. (2017), sub-filaments are a consequence of internal turbulence within the parent filament, driven by accretion. Distinct sub-filaments do not appear as distinct velocity coherent fibres, because they are imprinted with the large-scale convergent flow onto the parent filament; they cover a large velocity range and can be made up of several distinct features in PPV space. Combined with the fact that there are many lines-of-sight which intercept more than one sub-filament, it is clear that identifying sub-filaments observationally is challenging.

Although fibres identified in PPV space are not closely related to sub-filaments identified in PPP space, the 2D projected morphologies of fibres and sub-filaments are broadly similar. Using J-plots (Jaffa et al., 2018), we show that fibres are on average somewhat narrower than sub-filaments (because the C18O tracer selects gas in a relatively narrow density range), and occasionally more curved.

Synthetic observations of these simulations in NH3 and N2H+ will be presented in a future paper. The lines from these nitrogen-bearing molecules have the advantage that they trace higher-density gas, which should occupy a smaller volume, and therefore be less influenced by either shocks (hence more velocity-coherent), or line-of-sight confusion. In principle this should make mapping from PPV space to PPP space more straightforward, but it seems likely that the non-correspondence between fibres identified in PPV space and sub-filaments identified in PPP space will persist.
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APPENDIX A: BEHIND THE SPECTRUM (BTS),
AN AUTOMATED MULTIPLE VELOCITY
COMPONENT FITTING CODE

We describe Behind The Spectrum (BTS), a new automated routine for fitting line profiles, which uses the first, second and third derivatives of the intensity to estimate objectively the number and positions of the components. A least-squares fitting routine is then used to determine the best fit with that number of components, checking for over-fitting and over-lapping velocity centroids. The code is freely available for download at https://github.com/SeamusClarke/BTS.

A1 Code methodology

The top panel of Fig. A1 shows a perfect Gaussian line profile, $I_v$, centred on $v = 0$, and its first three derivatives. At the maximum, the first derivative, $I_v' = 0$ and decreasing, the second derivative, $I_v''$, has a minimum, and therefore the third derivative, $I_v'''$, is 0 and increasing. The local minimum in $I_v''$ is used as the primary indicator for the centroid of a line (hereafter a ‘velocity component’); $I_v'$ and $I_v''$ are used as secondary checks. This is because $I_v''$ appears to be better able to locate additional line components than $I_v'$ or $I_v'''$. This is demonstrated in the middle panel of Fig. A1 where a second Gaussian profile has been added, centred on $v = 2$, with the same width as the first, and half the amplitude. $I_v'$ is not zero at this location, but $I_v''$ shows a local minimum at $x \approx 2.2$ and $I_v'''$ is close to 0.

Observed spectra are noisy, and this seriously distorts higher derivatives of the intensity. The bottom panel of Fig. A1 shows the same Gaussian profile as the top panel, but with noise added to each velocity channel (of width $\Delta v_{\text{channel}} = 0.08$ km s$^{-1}$). The noise is generated by sampling from a Gaussian distribution with a mean of 0 and a standard deviation of $I_\text{noise} = 0.04$ K, leading to a peak signal-to-noise ratio of $\approx 10$: $I_v''$ is now dominated by noise. To combat this, BTS smooths noisy spectra by convolving them with a Gaussian kernel having a standard deviation of $\sigma_{\text{BTS}} \Delta v_{\text{channel}}$ before determining the derivatives. The smoothed $I_v''$ in the bottom panel of Fig. A1 is obtained in this way, with the default $\sigma_{\text{BTS}} = 3$. $I_v''$ still has a few minima, but these are not identified as extra velocity components if $I_v$ at these positions is below a signal-to-noise threshold of $I_{\text{min}} = \beta_{\text{BTS}} I_\text{noise}$, where the default setting is $\beta_{\text{BTS}} = 5$. We note that the BTS default values, $\sigma_{\text{BTS}} = 3$ and $\beta_{\text{BTS}} = 5$, can be overwritten by the user.

In this way we obtain an estimate of the number of velocity components, $C$, and a first estimate of their velocity centroids, $\tilde{v}_c$ ($1 \leq c \leq C$). The intensity at velocity $v_c$ is used as a first estimate of the amplitude of that component $\tilde{I}_c = I(\tilde{v}_c)$. A first estimate of the velocity dispersion of the component is given by $\tilde{\sigma}_c = [v_c - \tilde{v}_c]/\sqrt{8 \ln 2} \Delta N$, where $v_c$ (or $v_{-1}$) is the first velocity above (below) $\tilde{v}_c$ where the intensity falls below $\tilde{I}_c^2/2$ (thus $v_{+1}$ (or $v_{-1}$) is a sort of FWHM) and $\Delta N$ is the number of velocity centroids between $v_{-1}$ and $v_{+1}$.

These initial estimates ($C$, $\tilde{v}_c$, $\tilde{I}_c$, $\tilde{\sigma}_c$; distinguished by tildes) are given to the least-squares fitting routine CURVEFIT from the PYTHON library SCIPY. CURVEFIT is run with the Trust Region Reflective option, which allows the following bounds to be placed on the fitting parameters:

- $\beta_{\text{BTS}} I_\text{noise} \leq I_c \leq 2 I_{\text{MAX}}$;
- $v_{\text{min}} \leq v_c \leq v_{\text{MAX}}$;
- $2 \Delta v_{\text{channel}} \leq \sigma_c \leq v_{\text{MAX}} - v_{\text{MIN}}$.

Here $I_{\text{MAX}}$ is the maximum observed intensity, $v_{\text{MIN}}$ and $v_{\text{MAX}}$ are the minimum and maximum velocity in the spectrum, and $2 \Delta v_{\text{channel}}$ is the FWHM of the smoothing function.

Figure A1. TOP. A Gaussian line profile centred on $v = 0$, along with the first three derivatives. MIDDLE. Two overlapping Gaussian line profiles, centred on $v = 0$ and $v = 2$, along with the first three derivatives. BOTTOM. A noisy Gaussian profile centred on $v = 0$ (blue) along with its second derivative (orange); and the same Gaussian after smoothing (green) and its second derivative (red).
Here $N$ is the number of data points being fit, $3C$ the number of parameters for the fit, $I^\text{obs}(v_i)$ is the observed intensity at velocity $v_i$, and $\sigma_{\text{noise}}$ is the noise in the observed spectrum. If $\chi^2_{\text{reduced}} > \chi^2_{\text{BTS}} = 1.5$, an extra velocity component, $c = C + 1$ is added. The initial estimate for the extra component’s centroid, $v'_{C+1}$, is the velocity of the channel for which the absolute residual is largest. The initial estimate for the extra component’s amplitude is the intensity in this channel. The initial estimate for the extra component’s velocity dispersion is the velocity resolution, $\Delta v_{\text{channel}}$. If the new fit delivers $\chi^2_{\text{reduced}} < \chi^2_{\text{BTS}}$, the new fitting parameters are retained; if they do not then the old fitting parameters are reinstated. To avoid over-fitting, fits which have $\chi^2_{\text{reduced}} < \chi^2_{\text{BTS}}$ are re-fitted with the component having the smallest amplitude removed; if the fit with fewer components still has $\chi^2_{\text{reduced}} < \chi^2_{\text{BTS}}$, then the reduced set of fitting parameters are retained; otherwise the old fit is reinstated.

The code also checks for overlapping velocity components. Such components may appear in spectra for physical reasons (e.g. jets), so this check can be disabled. However, if overlapping velocity components are not desired, the code checks if any two component centroids lie within one velocity channel of each other, and, if they do, the weaker of the two is removed and the fit repeated.

### A2 Code testing

To test the BTS code, we use noisy spectra with a known number of velocity components and known parameters for each component. The test spectra have a velocity range of $-3 \text{ km s}^{-1}$ to $+3 \text{ km s}^{-1}$, a velocity resolution of $\Delta v_{\text{channel}} \approx 0.08 \text{ km s}^{-1}$, and a noise level of $0.1 \text{ K per velocity channel}$, like the synthetic spectra from the simulations. Unless stated otherwise, we use the default parameter settings, $\alpha_{\text{BTS}} = 3$ (spectrum smoothed over 3 velocity channels), $\beta_{\text{BTS}} = 5$ (signal-to-noise threshold for a velocity component) and $\gamma_{\text{BTS}} = 1.5$ (fitting acceptance threshold).

The first test involves a single velocity component, with parameters randomly sampled from uniform distributions: amplitude, $0.6 \text{ K} \leq l_1 \leq 5.6 \text{ K}$; centroid, $-2.0 \text{ km s}^{-1} \leq v_1 \leq +2.0 \text{ km s}^{-1}$; and velocity dispersion, $0.25 \text{ km s}^{-1} \leq \sigma_1 \leq 1.00 \text{ km s}^{-1}$. Fig. A2 demonstrates the close correspondence between the input parameters and those fitted by BTS, for 1000 realisations; the median reduced $\chi^2$ is 0.99$^{+0.10}_{-0.09}$ in these tests the code only ever fitted a single component; it never attempted to fit multiple components.

The second test addresses the ability of BTS to detect the correct number of velocity components. The number of components, $C$, is randomly sampled from a uniform distribution, $1 \leq C \leq 4$. To avoid attempting to fit unresolved components, which would skew the results, we require that every pair of components be separated by their mean FWHM, i.e. $|v_i - v_j| \geq 1.75\sigma_i + \sigma_j$. To accommodate multiple components, the velocity centroid range is increased to $-2.5 \text{ km s}^{-1} \leq v_1 \leq +2.5 \text{ km s}^{-1}$, and the velocity dispersion range is decreased to $0.25 \text{ km s}^{-1} \leq \sigma_1 \leq 0.50 \text{ km s}^{-1}$. In 1000 realisations, BTS always identifies the correct number of components, and the median errors on the fitted parameters are essentially the same as in the first test, with no dependence on $C$.

The third test addresses how sensitive BTS is to the user-defined parameters, $\alpha_{\text{BTS}}, \beta_{\text{BTS}}, \gamma_{\text{BTS}}$, by repeating the second test with non-default values. (a) SMOOTHING. If the smoothing length is decreased from $\alpha_{\text{BTS}} \Delta v_{\text{channel}} = 3 \Delta v_{\text{channel}}$ to $2 \Delta v_{\text{channel}}$, BTS is successful in 983 out of 1000 tests. The 17 mis-identified spectra are fitted with
two many components, because $2 \Delta v_{\text{channel}}$ is too small a smoothing length to remove all the noise fluctuations. However, these spectra are easily identifiable as they have $\chi^2_{\text{reduced}} < 0.8$. If the smoothing length is increased from $\sigma_{\text{BTS}} \Delta v_{\text{channel}} = 3 \Delta v_{\text{channel}}$ to $5 \Delta v_{\text{channel}}$, BTS is successful in 995 out of 1000 tests; 5 spectra are misidentified because they have components with dispersions of only 3 velocity channels, and are consequently over-smoothed and missed, but these spectra are easily identifiable as they have $\chi^2_{\text{reduced}} > 3.5$.

(b) SNR THRESHOLD. If the signal-to-noise threshold is reduced from $\beta_{\text{BTS}} = 5$ to $\beta_{\text{BTS}} = 3$, BTS has 100 per cent success rate in 1000 tests. If it is reduced further to $\beta_{\text{BTS}} = 2$, BTS is successful in 998 out of 1000 tests. We therefore recommend $\beta_{\text{BTS}} \geq 3$.

(c) FIT ACCEPTANCE. If the acceptance threshold is increased from $\chi^2_{\text{reduced}} < \gamma_{\text{BTS}} = 1.5$ to $\chi^2_{\text{reduced}} < \gamma_{\text{BTS}} = 2.0$, BTS is successful in 994 out of 1000 tests, and if it is increased further to 2.5, BTS is successful in 986 out of 1000 tests. This is due to poorer fits with fewer components being accepted as they lie below the $\chi^2$ limit. Conversely, if the limit is reduced to $\gamma_{\text{BTS}} = 1.2$, the success rate is 99.4 per cent, because a few spectra have to be overfit to get $\chi^2_{\text{reduced}}$ below this limit. Thus, all 3 user-defined parameters have a weak effect on the reliability of BTS, and with sensible choices the success rate is $\gtrsim 99$ per cent.

To determine the best choices in a given situation, the code includes a testing routine which allows the user to run the tests described here for sample spectra with parameters similar to their observations (velocity resolution, noise level, expected amplitudes, centroids and widths). We note that, since BTS fits lines with Gaussians it ought not be used on spectra dominated by non-Gaussian components, e.g. optically thick spectra or highly skewed spectra from outflows.

APPENDIX B: RESULTS FROM ALL 10 SIMULATIONS

Figs. B1 through B9 show (a) column-density, (b) integrated intensity, (c) intensity-weighted velocity centroid, and (d) intensity-weighted velocity dispersion, for the synthetic $^{18}$O observations of a single representative frame from, respectively, SIM 01 and SIM 03 through SIM 10. The simulation which is analysed in the main text of the paper is SIM 02, and the equivalent figure for SIM 02 is Fig. 1.

Figure B1. Maps from simulation SIM 01, showing (a) the column density, (b) the integrated intensity of synthetic $^{18}$O emission, (c) the intensity-weighted velocity centroid of synthetic $^{18}$O emission, and (d) the intensity-weighted velocity dispersion of synthetic $^{18}$O emission. All maps have the same resolution, 0.02 pc, and have not been convolved with a beam.
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Figure B2. As Fig. B1, but for Sim03.
Figure B3. As Fig. B1, but for nas04.
Figure B4. As Fig. B1, but for sim05.
Figure B5. As Fig. B1, but for sn06.
Figure B6. As Fig. B1, but for sim07.
Figure B7. As Fig. B1, but for ss08.
Figure B8. As Fig. B1, but for ss09.
Figure B9. As Fig. B1, but for spa10.
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