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Abstract

Fronto-parietal subnetworks were revealed to compensate for cognitive decline due to mental fatigue by community structure analysis. Here, we investigate changes in topology of subnetworks of resting-state fMRI networks due to mental fatigue induced by prolonged performance of a cognitively demanding task, and their associations with cognitive decline. As it is well established that brain networks have modular organization, community structure analyses can provide valuable information about mesoscale network organization and serve as a bridge between standard fMRI approaches and brain connectomics that quantify the topology of whole brain networks. We developed inter- and intra-module network metrics to quantify topological characteristics of subnetworks, based on our hypothesis that mental fatigue would impact on functional relationships of subnetworks. Functional networks were constructed with wavelet correlation and a data-driven thresholding scheme based on orthogonal minimum spanning trees, which allowed detection of communities with weak connections. A change from pre- to post-task runs was found for the inter-module density between the frontal and the temporal subnetworks. Seven inter- or intra-module network metrics, mostly at the frontal or the parietal subnetworks, showed significant predictive power of individual cognitive decline, while the network metrics for the whole network were less effective in the predictions. Our results suggest that the control-type fronto-parietal networks have a flexible topological architecture to compensate for declining cognitive ability due to mental fatigue. This community structure analysis provides valuable insight into connectivity dynamics under different cognitive states including mental fatigue.
INTRODUCTION

When continuing to perform a demanding task for an extended period of time, our vigilance level declines, resulting in target detection failure, increased reaction times (RTs) or variability of RTs as well as an increased subjective feeling of fatigue. This effect is known as the "vigilance decrement" or "time-on-task (TOT) effect" (Davies and Parasuraman, 1982; Mackworth, 1948; See, et al., 1995). A growing body of research has been dedicated to understanding the neural mechanisms underlying mental fatigue and fluctuations in sustained attention with the goal of discovering novel methods to counter its detrimental effects. For example, a study using perfusion fMRI showed that prolonged performance of a taxing cognitive task called the psychomotor vigilance test (PVT) resulted in decreased activity during rest in the attentional fronto-parietal brain area and increased subjective feelings of mental fatigue (Lim, et al., 2010). Additionally, many EEG studies have shown that mental fatigue induces changes in $\theta$ and $\alpha$ power mainly at frontal and parietal sites, respectively have been thought to reflect compensatory activity of the attentional network for maintaining performance levels (Barwick, et al., 2012; Bonnefond, et al., 2010; Craig, et al., 2012; Lim, et al., 2013; Tanaka, et al., 2012; Trejo, et al., 2015; Wascher, et al., 2014).

As a growing number of studies support the theory that cognitive functions emerge from dynamic interactions among distributed brain areas (Bressler and Menon, 2010), functional connectivity analysis is a useful approach not only for understanding brain functions but also for identifying novel biomarkers of cognitive states. Until now, two methods have generally been used to provide initial insight into brain activity under fatigue: general linear model (GLM)-based univariate approaches of fMRI data and spectral analysis of EEG data. Additionally, several studies of brain networks, including studies by our group, have provided further insight into the neural mechanisms associated with mental fatigue (Brechel, et al., 2013; Giessing, et al., 2013; Kar, et al., 2011; Sun, et al., 2017; Sun, et al., 2014a). Exploring network topology based on graph theory is a relatively new approach in the field of brain connectomics (Bullmore and Sporns, 2009; He and Evans, 2010; Sporns, 2013). Based on
the connectomics approach, changes in the topological properties of brain functional networks derived from fMRI data associated with vigilance decrements were examined (Breckel, et al., 2013; Giessing, et al., 2013). Compared to pre-task networks, post-task networks demonstrated higher connectivity strength, more clustering, less global efficiency, and shorter distance connections. Additionally, our group has shown changes in one regional property, i.e., nodal efficiency, in the resting-state fMRI network (Sun, et al., 2017), and also found a decrease in the efficiency of global information transfer in the EEG α band and an asymmetric pattern of connectivity (right > left) in fronto-parietal regions (Sun, et al., 2014a).

In addition, studies of subnetworks can provide further useful information regarding mesoscale network organization (Meunier, et al., 2010; Sporns and Betzel, 2016). First, it is well established that the human brain network has a modular organization, consisting of a number of subnetworks dedicated to different perceptual/cognitive functions (Power, et al., 2011). Second, the community detection is a powerful technique for identifying such subnetworks based on network topology. Therefore, the community structure analysis would be useful for the detection of cognitive states as well as for elucidating the neural underpinnings of cognitive functions. Studies on the modular organization or community structure of brain networks would provide additional information about (1) subnetworks consisting of brain regions dedicated to common cognitive functions, (2) the relationships and communication between such subnetworks, and (3) the topological roles of individual nodes within subnetworks, all of which would be useful for further understanding the neural processes associated with mental fatigue. In fact, modular organization can be altered depending on learning (Bassett, et al., 2011), pathological states (Alexander-Bloch, et al., 2012; Han, et al., 2014; Sun, et al., 2014b), age (Meunier, et al., 2009a), individual cognitive capacity (Stevens, et al., 2012), awareness (Godwin, et al., 2015), and task complexity (Fuertinger and Simonyan, 2016).

In this study, we hypothesize that control-type subnetworks such as the fronto-parietal networks (Zanto and Gazzaley, 2013) would show more flexible topological alterations when
mentally fatigued. The fronto-parietal networks were shown to flexibly alter their functional connectivity with other networks depending on requirements by different cognitive tasks (Cole, et al., 2013). As such, it is expected that the fronto-parietal networks would also show flexibility to compensate for the declining cognitive functions due to mental fatigue by recruiting other networks more specific to the task depending on its requirements. To quantify topological characteristics of subnetworks and their inter-relations, we develop metrics specific for the inter- and intra-module connections: the inter- and intra-module density, the inter- and intra-module characteristic path length, and the intra-module clustering coefficient. Subnetworks were identified with a community detection algorithm that partitioned a given network into subnetworks with denser inter-module connections and sparser connections with other subnetworks, and were used for calculating the subnetwork metrics. To induce mental fatigue, participants performed a visual selective attention task inside the scanner, and resting-state fMRI was acquired before and after performing the task. We targeted the short-term effects of prolonged task performance, which were considered to be due to mental fatigue and persisted for at least several minutes (Breckel, et al., 2013), rather than long-term training effects. Individual functional networks at pre- and post-task runs were constructed with cutting-edge techniques including maximum overlap discrete wavelet transform (MODWT), Ledoit-Wolf shrinkage covariance estimator (Ledoit and Wolf, 2004) and a data-driven topological filtering scheme based on the orthogonal minimum spanning trees (OMSTs) (Dimitriadis, et al., 2017a; Dimitriadis, et al., 2017b), which yielded reproducible networks. The subnetwork metrics and conventional metrics for the whole networks were introduced as explanatory variables to regression analyses to examine which metrics were effective in discriminating pre- and post-task periods and in predicting extents of individual cognitive decline. As the number of explanatory variables was large, a feature selection based on feature importance was performed to reduce the number of features to be included in the regression models. We expected that the network metrics for subnetworks, particularly for the fronto-parietal networks, would show greater predictive power than those for the whole networks.
MATERIALS AND METHODS

Participants

Twenty healthy volunteers (12 female, age: 23.1±3.1 years) participated in the study. Participants were students or staff members recruited from the National University of Singapore. All participants gave written consent to take part in the experiment. The study was approved by the NUS institutional ethical review board. The participants completed 2 sessions of fMRI scanning, but only one session is reported in this article. Each participant was paid S$120 in compensation for their effort and time.

All participants were right-handed according to the Edinburg Handedness Inventory and had normal or corrected-to-normal vision. Additionally, they were pre-screened via a short telephone interview to ensure that they had no history of psychological and physical disorders, no poor eyesight, and no metal implants in their body. Participants were required to have at least eight hours of sleep for the two nights before the experiment and to not consume any caffeine or alcohol for twenty-four hours preceding the study.

Experimental design

In this study, we compared the brain functional network during pre-task rest with that during post-task rest to investigate changes in the topological architecture of the network, which are associated with TOT effects. Each subject underwent three resting-state runs (R) and four task runs (T) in the order of RTTTTR (Figure 1A). The task runs were administered between resting-state runs to induce mental fatigue in participants. In the resting-state runs, a white fixation cross was presented in the center of the screen while the subject was lying calmly at rest with eyes open. In the task runs, subjects performed a visual oddball task mentioned below. The duration of each run was 5 minutes and 26 seconds, including the fixation cross presentation for 6 seconds preceding the task and an extra fixation cross presentation for 20 seconds following the task. In this study, the resting-state data at the first (Rest1) and sixth (Rest2) run were used for further analysis to compare the modular
organization of the intrinsic functional network during pre-task rest with that during post-task rest.

Behavioral task and questionnaire

A visual oddball task was used as the selective attention task to induce TOT effects inside the MRI scanner (Figure 1B). In the visual oddball task, participants were required to press a button when the target letter (selected from a group of four alphabet letters 'b','d','p' and 'q') was presented at the center of the screen while these four letters were continually alternated in a random order in the center of the screen. Each run consisted of 150 trials: 30 target, 90 non-target, and 30 null trials. The target letter was different for each run. For each trial, the character was presented for 0.2 seconds, followed by presentation of the fixation cross for 1.8 seconds. The trial sequences were generated using optseq (http://surfer.nmr.mgh.harvard.edu/optseq). Participants were instructed to respond as quickly as possible to a target while maintaining a low error rate.

We examined the hit rates and RT for correct responses as measures of the overall level of performance. To assess the TOT effect, we obtained the median RT and the mean hit rates for each participant and conducted one-way repeated-measures analysis of variance (ANOVA) on these factors with runs as an independent variable.

Before and after the MRI session, each participant completed the Short Stress State Questionnaire (SSSQ) outside the scanner to assess subjective feelings of mental fatigue (Helton, 2004). The twenty-four SSSQ items were divided into three scales: Engagement, Distress and Worry. SSSQ scores were averaged across each scale and were subjected to paired t-tests to compare subjective feelings of stress pre- and post-task. We expected that task engagement would decrease as typically observed in tests of vigilance (Matthews, et al., 2013).

Stimuli were presented using Psychtoolbox (Brainard, 1997; Pelli, 1997) on a NordicNeuroLab LCD Monitor 32" (NordicNeuroLab Inc., Norway, www.nordicneurolab.com)
behind the scanner, viewed through a mirror placed on the head coil. Behavioral responses during the MRI scan were collected using a Current Designs HHSC-2x4-C (Current Designs, Inc., Philadelphia, www.curdes.com) response pad through a Current Designs fORP 932 electronic interface. The statistical tests of the behavioral and questionnaire data were performed using MATLAB (Mathworks, USA).

fMRI data acquisition

fMRI scanning took place at the A*STAR-NUS Clinical Imaging Research Centre (CIRC) in the medical school of the National University of Singapore. Echo planar imaging (EPI) data were acquired using a Siemens 3T Prisma scanner (Siemens, Erlangen, Germany). Thirty-three axial slices parallel to the AC-PC plane were collected with the following parameters in an interleaved order: slice thickness = 3.5 mm; inter-slice gap = 0.70 mm; matrix size = 74×74; flip angle = 90°; TR = 2000 ms; TE = 30 ms; in-plane resolution = 3.0 mm; FOV = 220 mm. Seven runs of fMRI data acquisition lasting for 5 minutes and 26 seconds (163 volumes) were performed for each participant. A high resolution (1.0×1.0×1.0 mm³) sagittal T1-weighted MP-RAGE (TR = 2000 ms; TE = 2.45 ms; FOV = 250 mm; flip angle = 8°) was acquired to facilitate registration and normalization of functional data.

fMRI data preprocessing

fMRI data were preprocessed using the FMRIB Software Library (FSL) analysis package (Jenkinson, et al., 2012). Preprocessing steps comprised head motion correction, slice timing correction, spatial smoothing with a Gaussian kernel of FWHM 6 mm, grand-mean intensity normalization, and high-pass temporal filtering with $\sigma = 50$ s. Exclusion criteria of head motion exceeding 3 mm in translation or 3° in rotation were regarded as excessive; however, no data met these criteria. The high-resolution T1-weighted images were registered to the MNI standard space to normalize individual data to the standard space. Cerebral spinal
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Fluid (CSF) and white matter were then segmented from individual structural images, registered to the standard space, co-registered to individual functional space, and used for extracting the average CSF signal and the average white matter signal. The six parameters from motion correction and the average CSF and white matter signals were introduced as nuisance parameters into the general linear model (GLM). The global signal was not included as a nuisance parameter in the regression as it would introduce anti-correlated structure into the functional network (Murphy, et al., 2009). The residuals after the regression were co-registered with the MNI standard space and were used for the further analysis. To ensure that differences found in fMRI data were not attributed to head motion, we examined frame-wise displacement (FD) (Power, et al., 2012). Average FDs were small (mean ± SD, pre-task: 0.08 ± 0.04 mm, post-task: 0.09 ± 0.06 mm), and a paired t-test revealed no significant difference between the pre- and post-task resting periods ($t_{19} = 1.62, p = 0.12$).

Network construction

To examine alterations in the network topology of brain subnetworks due to mental fatigue, we constructed functional connectivity maps based on wavelet correlation matrices. First, time series of BOLD signals were extracted from the functional data normalized to the standard brain for 112 regions of interest (ROIs) based on the Harvard-Oxford cortical and subcortical atlases (Kennedy, et al., 1998; Makris, et al., 1999), which is a good compromise in terms of spatial resolution, computational costs and the performance in community detection (Taya, et al., 2016), and averaged over voxels within each ROI, resulting in 112 sets of time-series data. To construct functional networks, inter-regional correlation coefficients (Lindsay, et al., 1996; Whitcher, et al., 2000) were estimated with the Ledoit-Wolf shrinkage covariance estimator (Ledoit and Wolf, 2004) on wavelet coefficients decomposed with the maximal overlap discrete wavelet transform (MODWT) in five wavelet scales. Daubechies least asymmetric wavelet filter with a wave length of 8 was used (Zhang, et al., 2016). In this study, we focused on the scale of 2, which corresponds to the frequency range of 0.06 - 0.125 Hz.
The absolute values of Fisher's Z-transformed correlation coefficients were then thresholded with the data-driven topological filtering scheme based on optimization of the global cost-efficiency of the network (Bassett, et al., 2009) and the OMSTs (Dimitriadis, et al., 2017a; Dimitriadis, et al., 2017b) (see APPENDIX A for more details). The obtained topological undirected weighted graphs were used for the subsequent community structure analysis.

PyWavelets (https://pywavelets.readthedocs.io/), scikit-learn (Pedregosa, et al., 2011) packages and in-house Python scripts were used for network construction, Nilearn (http://nilearn.github.io/) and BrainNet Viewer on MATLAB (Xia, et al., 2013) were used to visualize brain atlases, and python-igraph (http://igraph.org/python/) was used to visualize topological graphs. A flowchart of the individual network construction is presented in Figure 2.

**Brain subnetworks**

The brain network is known to consist of subnetworks that are involved in different cognitive functions. To explore the topological characteristics of such subnetworks, a community detection algorithm was applied to the obtained functional connectivity patterns.

In graph theory, such subnetworks are usually called communities or modules. Communities are generally defined as subgroups of nodes in a network, which are densely interconnected with each other (Newman and Girvan, 2004; Radicchi, et al., 2004). To decompose networks into communities, several algorithms have been proposed (Fortunato, 2010; Newman, 2012). In this study, the Louvain algorithm, a fast and relatively accurate algorithm for finding a community structure that maximizes modularity (see APPENDIX B), was applied to the derived functional networks for modular decomposition (Blondel, et al., 2008). Additionally, we followed the protocol introduced by Sporns and Betzel (Sporns and Betzel, 2016) to optimize hyper-parameters and to overcome the heuristic nature of the community detection algorithm.

Furthermore, it is important to find a consensus community structure that is representative of the entire group of participants to discuss the roles of brain subnetworks in
different conditions on common ground (Taya et al., 2016). To obtain such a representative set of subnetworks, individual community structures were first detected for the resting-state functional networks at Rest1, and a consensus community structure was obtained with a consensus clustering algorithm (Bassett et al., 2013; Lancichinetti and Fortunato, 2012). The derived representative community structure was used to calculate the network metrics of the subnetworks described below.

First, individual community structures were obtained in the following manner. For each individual network, the resolution parameter \( \gamma \), which maximizes the difference in modularity between the empirical network and the average of 100 randomized networks, was selected to obtain a community structure for each individual network, following the protocol introduced by Sporns and Betzel (Sporns and Betzel, 2016). The results of modular decomposition can vary every time the algorithm is executed due to its heuristic nature, even though the variation in modularity over the execution is negligible (Blondel et al., 2008). Therefore, modular decomposition was performed 100 times for the selected spatial resolution parameter to yield an association matrix representing how many times each node pair was assigned to the same community. The empirical association matrix was then thresholded with the maximum value of association matrices of null partition matrices generated randomly 100 times by permuting the empirical association matrix, and consensus clustering was performed to obtain a consensus partition. The obtained consensus partition was regarded as the individual community structure. Finally, the resultant twenty individual community structures were used to find a representative community structure with the consensus clustering.

A brain connectivity package on Python (Rubinov and Sporns, 2010) and in-house scripts in Python were used for the identification of subnetworks.

Topological characteristics intermediate-scale of networks

To investigate changes in the topological characteristics of intermediate-scale of the functional brain network induced by performing the intense attentional task, we define the
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following network metrics for inter- and intra-module connections by adapting network metrics defined for large-scale networks (Rubinov and Sporns, 2010; Watts and Strogatz, 1998) to subnetworks.

The intra-module density \( d_u \) of module \( u \) is defined as the proportion of actual connections between nodes in the module \( u \) to potential connections,

\[
d_u = \frac{1}{N_u(N_u-1)} \sum_{i,j} a_{ij}
\]

where \( a_{ij} \) is an element of an adjacency matrix, which is 1 if there is an edge between node \( i \) and \( j \), and is 0 otherwise, and \( N_u \) is the size of the module \( u \). Thus, the intra-module density \( d_u \) is the density of the network, which consists of nodes within the module \( u \) and edges between the nodes.

The inter-module density \( d_{uv} \) of inter-connections between module \( u \) and \( v \) is defined as the proportion of actual connections between the nodes in the module \( u \) and the nodes in the module \( v \) to potential connections,

\[
d_{uv} = \frac{1}{N_u N_v} \sum_{i,j} a_{ij}
\]

where \( a_{ij} \) indicates whether there is an edge between node \( i \) in the module \( u \) and node \( j \) in the module \( v \). \( N_u \) and \( N_v \) are the size of the module \( u \) and that of the module \( v \) respectively.

Higher inter-module density indicates that connections between the modules are denser.

The intra-module characteristic path length \( L_u \) is defined as follows,

\[
L_u = \frac{1}{N_u(N_u-1)} \sum_{i,j} l_{ij}
\]

where \( l_{ij} \) is the shortest path length between node \( i \) and \( j \). Thus, the intra-module characteristic path length \( L_u \) is the characteristic path length of the network, which consists of nodes within the module \( u \) and edges between the nodes. Shorter intra-module characteristic path length indicates higher efficiency in communications within the module.

The inter-module characteristic path length \( L_{uv} \) is defined as follows,
where $l_{ij}$ is the shortest path length between node $i$ in the module $u$ and node $j$ in the module $v$. Shorter inter-module characteristic path length indicates higher efficiency in communications between the modules.

The intra-module clustering coefficient $C_u$ is defined as follows,

$$C_u = \frac{1}{N_{u,i,u}} \frac{1}{N_{v,j,v}} \frac{1}{l_{ij}}$$

where $w_{ij}$ is weights of connections between node $i$ and $j$, and $k_i$ is the degree of node $i$. The intra-module clustering coefficient $C_u$ is the clustering coefficient of the subnetwork.

The network metrics regarding inter- and intra-module connections defined above, i.e., the inter- and the intra-module density, the inter- and the intra-module characteristic path length and the intra-module clustering coefficient were calculated using the obtained representative community structure of the individual connection matrices. Furthermore, network metrics for global characteristics of large-scale of networks, i.e., the density $d$, the characteristic path length $L$ and the clustering coefficient $C$ of the whole networks, were calculated (Rubinov and Sporns, 2010; Watts and Strogatz, 1998). In-house scripts in Python and the brain connectivity package in Python were used to calculate the network metrics.

Regression analyses on network metrics

To examine the effects of intense task performance on the topological characteristics of the subnetworks of the functional brain network, regression analyses were performed on the network metrics. We first performed a logistic regression analysis with Run as response variable and network metrics as explanatory variables to explore what characteristics of the network topology predict difference between pre- and post-task runs, i.e., Rest1 vs. Rest2. The difference in the density of the whole network at Rest1 and Rest2 was also examined with a non-parametric permutation test with 10,000 resamples using the adjusted $P$ value (North,
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et al., 2002; Sham and Purcell, 2014). Furthermore, as there were large individual differences in the extent of the cognitive decline induced by the task performance, we further investigated the correlation of changes in network metrics (Rest2 - Rest1) with the observed cognitive decline measured with the changes in median RT (individual linear trends of the changes in RT from Task1 to Task4). To investigate which network characteristics were associated with the cognitive decline, we performed a multivariate linear regression analysis, in which the linear trend in RT is a response variable and network metrics are explanatory variables. The individual linear trends in RT were standardized with its mean and SD. The change in the subjective feeling of fatigue measured with the Engagement scale of the SSSQ questionnaire was also examined while the change in the hit rate was not examined due to its small variability among participants.

Feature selection for the regression models

As the number of explanatory variables was large, a feature selection based on feature importance was performed using the ridge regression with the cross-validation technique. The ridge regularization, also called $L_2$ regularization, is a method of regularization of ill-posed problem, which shrinks the coefficient estimates towards zero by introducing a shrinkage penalty term into the objective function (Hastie, et al., 2009). The tuning parameter $\lambda$ of the ridge regularization was optimized with the generalized cross-validation, and the importance weights of the features were calculated with the optimized $\lambda$ for the feature selection. Please note that the regularization was applied only for the feature selection.

The number of metrics for inter-module connections is $N\text{C}_2$, where $N$ is the number of modules, for each kind of metric. Although the number of identified subnetworks was five, metrics for the subcortical subnetwork were not used because of its small size. Thus, the other four subnetworks were examined. Consequently, the total number of explanatory variables
was twenty-seven, including twelve variables for the inter-module connections, twelve for the intra-module metrics and three metrics for the whole networks (see Table I).

For the difference between Rest1 and Rest2, only one explanatory variable, the inter-module density between the frontal and the temporal subnetworks $d_{FT}$, was selected with the ridge classifier and 4-folds cross-validation. A logistic regression analysis was performed with the selected feature to see whether the effect of the feature was significant for discriminating Rest1 and Rest2.

For the correlation with cognitive decline measured with the changes in median RT, the explanatory variables were reduced to seven features, including the inter-module density between the parietal and the temporal subnetworks $d_{PT}$, that between the temporal and the occipital subnetworks $d_{TO}$, the inter-module characteristic path length between the frontal and the temporal subnetworks $L_{FT}$, that between the parietal and the occipital subnetworks $L_{PO}$, the intra-module density of the frontal subnetwork $d_F$, the intra-module characteristic path length of the parietal subnetwork $L_P$, and the intra-module clustering coefficient of the parietal subnetwork $C_P$, with the ridge regression and 4-folds cross-validation. No metrics for the whole network were selected. The selected seven features were introduced to a multivariate linear regression model to examine whether the features were significantly effective for predicting the individual changes in RT. For the changes in the Engagement scale of the SSSQ questionnaire, no features were selected.

Scikit-learn and StatsModels (http://www.statsmodels.org/) packages in Python were used for the feature selection and the regression analyses, in addition to in-house scripts in Python. The significance level of 0.05 was used.

RESULTS

Behavioral results

To ensure that the attentional task induced the TOT effect, we examined changes in the median RT and hit rates over the four task runs while the participants were performing the
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visual oddball task. The mean hit rate was 93.7% (SD = 6.4), and the average median RT over all participants was 583.5 msec (SD = 50.3). Performing the visual oddball task elicited a clear TOT effect as revealed by an increase in the RT and a decrease in the hit rate over the course of the runs, as shown in Figure 4. One-way repeated-measures ANOVA on the median RTs and the hit rates with the runs as an independent variable revealed a significant effect of TOT (hit rate: \( F_{3,57} = 2.86, p = 0.045 \), RT: \( F_{3,57} = 3.32, p = 0.026 \)).

We also examined changes in the subjective feeling of mental fatigue assessed via SSSQ scores. The average SSSQ scores for the Engagement scale were 3.66 (SD = 0.57) at pre-task and 3.19 (SD = 0.73) at post-task, those for the Distress scale were 1.29 (SD = 0.57) at pre-task and 1.28 (SD = 0.40) at post-task, and those for the Worry scale were 2.49 (SD = 0.92) at pre-task and 2.48 (SD = 1.06) at post-task. As expected, separate paired t-tests showed a significant decrease in the Engagement scale \( (t_{19} = 3.27, p = 0.04) \) while no significant differences were found for the Distress \( (t_{19} = 0.23, p = 0.82) \) and Worry \( (t_{19} = 0.10, p = 0.92) \) scales. Of note, the SSSQ was administered after participants got out of the MRI scanner, revealing that the decrease in subjective scores of the Engagement scale was observed even after the participants were allowed a break during the two resting-state and structural runs, which was typically over twenty minutes from completion of the task performance.

Taken together, the behavioral measures and the subjective scores revealed that the visual oddball task induced TOT effects, consistent with previous studies that have shown robust associations with genetic and physiological markers of TOT (Lim, et al., 2012; Lim, et al., 2013; Lim, et al., 2010).

Subnetworks of the functional network

Consensus community detection identified five subnetworks in the representative community structure for the whole group of participants, as shown in Figure 3. The average modularity Q across individual networks was 0.40 (SD = 0.06) at Rest1 and 0.38 (SD = 0.06)
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at Rest2, both of which were regarded to be modular (Newman and Girvan, 2004). The numbers of brain areas assigned to the subnetworks ranged from 4 to 30. As shown in Figure 3, the five subnetworks consisted of brain areas in the frontal lobe extending to the parietal lobe and the limbic system (blue), the parietal lobe (sky blue), the temporal lobe (green), the occipital lobe extending to the thalamus (orange), and the subcortical areas (brown), which were generally consistent with previous studies showing modular organization of functional brain networks (Cole, et al., 2010; Crossley, et al., 2013; He, et al., 2009; Meunier, et al., 2009a; Meunier, et al., 2009b; Power, et al., 2011; Yeo, et al., 2011).

Changes in the topological characteristics of subnetworks

When comparing the averaged connection matrices across participants at pre- with those at post-task (Figure 5A), the averaged networks are visually denser at post-task. Please note that these average graphs were obtained only for demonstration purpose, with the protocol on the average correlation matrices across participants as the same as the individual connection matrices, and were not used for the data analysis. As hypothesized, changes in inter-module network topology were observed at the fronto-parietal networks. The circular representations of the networks showed denser inter-module connections particularly for connections between the frontal and the temporal subnetworks at post-task compared to pre-task (Figure 5B). As can be seen in Figure 5A, the OMSTs-based topological filtering produced topological graphs, in which weak connections were kept particularly in the temporal subnetwork.

The observation was confirmed with statistical tests on global characteristics of the network (Figure 6). First, the density level of the whole network averaged across the individual networks was 0.054 (SD = 0.016) at Rest1 and 0.065 (SD = 0.014) at Rest2 respectively (Figure 6A). Significant differences were found for Rest1 vs. Rest2 ($p^* = 0.015$). The increase in the density of the whole network may be attributable to an increased density in the inter-module connections between the frontal and the temporal networks as observed in the
averaged networks (Figure 5B). The logistic regression analysis showed that the effect of $d_{FT}$ was significant ($\beta = 1.05, p = 0.017, 95\% \text{ CI}[0.19, 1.91]$) for discriminating Rest1 and Rest2 as shown in Figure 6B. The model predicted 65.0% of the responses correctly. The McFadden's $R^2$ was 0.14.

Although we found a significant difference between the pre- and post-task periods, such a difference could be attributed to mental habituation to the scanning environment. Additionally, there were individual differences in TOT effects, which may obscure the effects of mental fatigue and compensatory activity. Therefore, we conducted a multivariate linear regression analysis on the relationship between changes in the network metrics and the observed cognitive decline. The results of the regression indicated that the seven features explained 88.5% of the variance (adjusted $R^2 = 0.885, F_{7,11} = 23.06, p = 0.000002$). All seven features selected with the feature selection showed significant effects (Table I). The changes in the inter-module network metrics including $d_{PT}$ ($\beta = 0.62, p = 0.0006, 95\% \text{ CI}[0.32, 0.91]$), $d_{TO}$ ($\beta = 0.31, p = 0.02, 95\% \text{ CI}[0.07, 0.56]$) and $L_{FT}$ ($\beta = 1.31, p = 0.00002, 95\% \text{ CI}[0.88, 1.73]$) showed positive effects, while the change in $L_{PO}$ ($\beta = -0.42, p = 0.004, 95\% \text{ CI}[-0.68, -0.16]$) showed a negative effect on the prediction of the change in RT. Furthermore, an intra-module network metric $C_p$ ($\beta = 0.36, p = 0.03, 95\% \text{ CI}[0.05, 0.66]$) showed a positive effect, while the other two intra-module metrics showed negative effects: $d_p$ ($\beta = -0.60, p = 0.0006, 95\% \text{ CI}[-0.88, -0.31]$) and $L_p$ ($\beta = -0.89, p = 0.0001, 95\% \text{ CI}[-1.25, -0.53]$). Figure 7 shows the partial regression plots for the inter-module metrics, while Figure 8 shows those for the intra-module metrics.

We aimed to investigate whether the observed changes were associated with mental fatigue and whether they were localized to specific subnetworks such as the control-type
frontal and parietal networks. As hypothesized, most of the network metrics showing significant predictive power were found at the flexible control-type fronto-parietal subnetworks.

**DISCUSSION**

In this study, we investigated the effects of mental fatigue on the topological characteristics of brain functional subnetworks, which were obtained with a community detection technique based on graph theory. Using the representative community structure of the network, we investigated changes in the topological characteristics of subnetworks induced by prolonged performance of an attention task and their associations with changes in behavioral performance. To this end, we developed the inter- and intra-module metrics, i.e., the inter- and the intra-module density, the inter- and the intra-module characteristic path length and the intra-module clustering coefficient, by adapting the metrics for large-scale networks to the intermediate-scale of networks. Interestingly, although the network metrics for the whole network were also examined, no such metrics were selected with the feature selection, suggesting that the inter- and the intra-module network metrics were more pronounced in capturing the topological characteristics of the network associated with the cognitive decline due to the task performance. Furthermore, the changes in network topology from pre- to post-task periods were also more pronounced in the intermediate-scale of networks, compared to the whole network. Taken together, newly developed metrics for the inter- and the intra-module connections revealed greater predictive powers in both the associated changes in cognitive performance and the discrimination between the pre- and post-task periods.

We first examined the behavioral performance and subjective feeling of the participants to ensure that performing the attention task actually induced mental fatigue. The behavioral analysis and the paper-based questionnaire for subjective scores of stress demonstrated that the selective attention task successfully induced significant TOT effects, which were manifested as increased RTs and decreased accuracies during the oddball task.
(Figure 4), consistent with previous studies on TOT effects (Lim et al., 2012; Lim et al., 2013; Lim et al., 2010), and decreased Engagement scores in the SSSQ (Matthews et al., 2013). Although cognitive proficiency through repetitive performance of the same task could also exert training effects on brain activity, the changes in behavioral performance observed in this study indicated an effect of mental fatigue rather than an effect of training. Second, the derived representative community structure of the functional network consisted of five subnetworks, i.e., the frontal, parietal, temporal, occipital, and subcortical subnetworks (Figure 3), which were generally consistent with previous studies. Third, upon comparing the network characteristics of the whole network and the identified subnetworks at the pre-task rest run (Rest1) with those at the post-task run (Rest2), only $d_{FT}$ was selected with the feature selection and the subsequent logistic regression analysis showed a significant effect of $d_{FT}$ in discriminating between Rest1 and Rest2 (Figure 6). Finally, four inter-module metrics, i.e., $d_{PT}$, $d_{TO}$, $L_{FT}$ and $L_{PO}$, and three intra-module metrics, i.e., $d_{F}$, $L_{P}$ and $C_{P}$, were selected out of twenty-seven features including three global network metrics (Table I), and the subsequent multivariate linear regression analysis showed significant powers of the all selected features for predicting individual cognitive decline measured with linear trends of changes in median RT during the task runs (Figure 7 and 8). As hypothesized, most of the associated changes in network topology with those in cognitive performance due to prolonged performance of the sustained attention task were found at the frontal and the parietal subnetworks, which are regarded to be flexible control-type networks, rather than static processing-type networks such as sensory-motor networks (Zanto and Gazzaley, 2013). Although we also examined the associations of changes in the network metrics with those in the subjective feelings of mental fatigue measured by the Engagement scale of the SSSQ questionnaire, no features were selected with the feature selection. As the SSSQ questionnaire was administered about twenty to thirty minutes after the post-task resting-state run, the associations may have been too weak to be detected.

According to the partial regression plots, the inter-module connections between the parietal and the temporal subnetwork $d_{PT}$ and those between the temporal and the occipital
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subnetworks d_TO became denser (Figure 7A and 7B), while the inter-module distance between the frontal and the temporal subnetworks L_FT got longer and those between the parietal and the occipital subnetworks L_PO got shorter for individuals with greater degree of cognitive decline (Figure 7C and 7D). Additionally, the frontal subnetwork was denser (Figure 8A) while the parietal subnetwork was less efficient in within-module communication (Figure 8B) and more clustered (Figure 8C) for individuals with less cognitive decline. The current analysis clearly demonstrated the changes of the network topology caused by the mental fatigue and suggests that network changes play a compensatory role for the declining cognitive ability due to fatigue. Further analysis using causal inference would provide additional information about causal relationships between the subnetworks. Moreover, a recovery from the mental fatigue may also have affected on the network topology, which would mingle with the compensatory process. The network changes should be correlated with some rates of recovery following the tasks.

Importantly, our results were obtained during resting-state scans, thus avoiding the potential confounding effects of worsening performance of the task itself, e.g., changes in hemodynamic responses based on changes in response time (Domagalik, et al., 2014). Additionally, the effects of mental fatigue were quite different among individuals, possibly depending on the degree of successful compensation for the declined cognitive ability. These findings suggest that we may be able to restrict the calculation of biomarkers for monitoring mental fatigue to the inter- and the intra-module network metrics of the fronto-parietal subnetworks, which showed significant predictive powers, allowing a reduction in the dimensionality of the feature space.

The TOT effects on the global characteristics of the resting-state functional network have been previously shown for resting-state fMRI networks (Breckel, et al., 2013; Giessing, et al., 2013; Sun, et al., 2017) and for functional networks during task periods (Breckel, et al., 2013). However, the network metrics for the whole network were not selected with the feature selection for the regression analysis for individual cognitive decline and the comparison between Rest1 and Rest2, suggesting that the inter- and the intra-module metrics had greater
power for predicting the effect of mental fatigue on cognitive ability. As the changes in the
cognitive performance is an integrated consequence of complex changes in various cognitive
functions, including declining attentional and visual processing or compensatory activity of the
control-type subnetworks, the inter- and the intra-module metrics would provide more fine-grained information about alterations in the network topology due to mental fatigue.

While cost-integrated topological measures, which integrate the metric of interest with
respect to a range of wiring cost or density, were used in the previous studies, a data-driven
topological filtering scheme, which controlled density to maximize the cost-efficiency of the
network, was employed in this study. It has been shown that the density level significantly
influences network metrics (Ginestet, et al., 2011) and there is no reason to believe that the
density level of a functional network is constant among individuals or even among different
conditions within the same individual, supporting approaches that consider wiring costs, such
as maximization of the cost-efficiency of the network (Bassett, et al., 2009; Dimitriadis, et al.,
2017a; Dimitriadis, et al., 2017b). In this study, we found denser networks at post-task periods,
which would generally result in higher efficiency of global and local information transfer. In
other words, denser connections were necessary to retain the global efficiency of the network
at post-task periods. Additionally, cost-integrated topological measures cannot be used with
the community structure analysis as networks with different density levels produce different
community structures with different number of communities. Thus, the optimization of cost-
efficiency used in this study or other criteria would be mandatory to estimate actual networks.

The thresholding scheme used in this study has several advantages. First, as shown
for EEG and fMRI functional networks (Dimitriadis, et al., 2017b), the scheme based on
OMSTs produced networks with greater normality of the distribution of shortest path lengths,
as it allows non-strongest connections to be a part of the network. As such, the OMST-based
scheme can retain subnetworks, which primarily consist of non-strongest connections, as
shown for the temporal subnetwork in Figure 5. In this sense, this scheme is particularly
compatible with community structure analysis. Second, as the scheme employs minimum
spanning trees (MSTs), the resultant network has no isolated nodes, which distort network
metrics and result in a fragmented community structure. More discussions about the OMSTs are found in APPENDIX A.

To study the modular organization of brain networks without ground truth, it is important to find a representative community structure of individual networks (Taya, et al., 2016). However, individual networks can differ greatly among participants, and individual community structures can also vary as a result of individual differences in connectivity patterns. Such between-subject variability can be attributed to genuine individual differences in connectivity or even artifacts associated with scanning or processing factors (Robinson, et al., 2015). As such, consensus clustering was applied to the obtained individual community structure to obtain a representative community structure, which was used to calculate the network metrics of the subnetworks for each individual and each run. The resultant subnetworks identified with the community detection technique, which included frontal, parietal, temporal, occipital and subcortical subnetworks, were generally in agreement with those identified in previous studies of modular organization of functional brain networks (Cole, et al., 2010; Crossley, et al., 2013; He, et al., 2009; Meunier, et al., 2009a; Meunier, et al., 2009b; Power, et al., 2011; Yeo, et al., 2011).

Community structure analysis can provide additional information about mesoscale network organization of the brain and can serve as a bridge between univariate approaches and graph theoretical network metrics of the large-scale network. By decomposing networks into subnetworks, we can investigate not only the roles of brain regions but also the roles of subnetworks consisting of brain regions dedicated to common cognitive functions and their relationships. Our results suggest that the topological nature of the particular inter- and the intra-module connections has differing flexibility to compensate for cognitive decline due to mental fatigue, which cannot directly be examined with univariate approaches or network metrics that quantify the local or global characteristics of the network topology of the entire network.

There remain several issues to be addressed in the future. First, a comparison with task-related activation could provide further valuable insight regarding the alterations due to
mental fatigue in modular organization and the topological roles of subnetworks induced by
the performing the task. Second, a direct comparison with changes in EEG power associated
with mental fatigue or with the topological properties of functional networks derived from EEG
signals acquired simultaneously with fMRI data would provide further insight into EEG
biomarkers for mental fatigue. Third, studies on dynamics of networks would demonstrate
dynamical reconfiguration of subnetwork topology due to mental fatigue and its recovery.
Finally, community structure analysis on directed networks would provide further useful
information about the mutual relationships between subnetworks regarding cognitive decline
due to mental fatigue and causal roles of the subnetworks in compensation for the declining
cognitive ability.

CONCLUSION

In this study, we investigated the short-term effects induced by prolonged performance
of a sustained attention task on the modular organization of the brain intrinsic functional
network. We developed the inter- and the intra-module network metrics to quantify the
topological characteristics of connections between and within subnetworks. Regression
models with the feature selection were used to examine which metrics were effective in
predicting individual cognitive decline, as well as in discriminating the pre- and the post-task
runs. We found that the density of inter-module connections between the frontal and temporal
subnetworks had a greater power in predicting the pre- and the post-task runs than other
metrics including those for the whole networks. Also, the changes in seven inter- or intra-
module metrics, mostly at the fronto-parietal subnetworks, showed significant predictive power
of individual cognitive decline measured with increases in reaction time. Interestingly, most of
the metrics showing predictive powers were found at the flexible control-type fronto-parietal
networks, supporting our hypothesis that control-type networks exhibit flexible alterations in
network topology to compensate for cognitive decline due to mental fatigue. Though still in its
infancy, community structure analysis on human brain functional networks will provide further insight into the neural mechanisms behind cognitive states including mental fatigue.

APPENDIX A

Topological filtering with OMSTs

In this study, the thresholding scheme proposed by Dimitriadis and colleagues (Dimitriadis, et al., 2017a; Dimitriadis, et al., 2017b) was employed, which is an iterative approach that optimizes the global cost efficiency of the graph (Bassett, et al., 2009) by accumulating OMSTs. The OMSTs make up the orthogonal set of the minimum spanning trees (MST), which is a subgraph of the graph consisting of edges connecting all of the original graph, with no cycles and with the minimum total wiring costs. The OMSTs are obtained by iteratively finding an MST for the rest of the graph after removing the edges of the MST at the previous step. Compared to other popular thresholding schemes based on the strength of connections, e.g., the selection of a certain proportion of the strongest connections, the OMST-based approach extracts connections without differentiating weak from strong connections while preserving the advantage of MSTs by retaining no isolated nodes. Therefore, we believe that the OMST-based thresholding scheme is compatible with the community structure analysis. Actually, this thresholding scheme was shown to outperform other well-known thresholding schemes in terms of the recognition accuracy of individuals based on EEG data and the reproducibility of network metrics measured via intra-class correlation (ICC) for a single-subject fMRI data scanned 100 times (Dimitriadis, et al., 2017b). Also, the study using the OMST thresholding scheme successfully classified resting-state MEG networks derived from four groups of participants, i.e., healthy adults, adults with mild traumatic brain injury, typically developing children and reading-disabled children, while the functional networks thresholded with the conventional MST-based scheme showed low accuracy (Dimitriadis, et al., 2017a).
To show advantages of the thresholding scheme based on OMSTs over that based on the strength of connections, we applied the both scheme to the averaged connection matrix among participants at Rest1. We first obtained accumulated OMSTs for the connection matrix up to ten OMSTs (Figure A1B). Then, the proportional thresholding scheme on the strength of connections (van den Heuvel, et al., 2017) was applied at the density levels of the obtained ten networks with OMSTs, i.e., 1.8% to 17.9%. As shown in Figure A1, while the OMST-based thresholding extracted connections in wide portions of the matrix, the density thresholding did not extract weak connections particularly in some specific portions of the matrices, resulting in disconnected nodes or a fragmented community structure. As such, when we see the relationships between the weights and the Euclidean distances of the extracted connections, the connections extracted with the density thresholding, which simply cut off weakest connections, were biased toward the upper part of the figures, discarding the most of the connections in the lower part of the figures, although the distances of the extracted connections were widely distributed (Figure A2). On the other hand, the OMST thresholding extracted weak connections as well as strong ones from a wide range of distances (Figure A3). As the correlation-based connection strengths are weaker for signals with lower signal-to-noise ratio, spatial distribution of noises in the signals has significant impacts on spatial distributions of noises in estimated weights. As physiological noises in BOLD signals are not uniformly distributed in the brain (Tong, 2014), noises in connection strengths should not be uniformly distributed as well, violating the basic assumptions behind the thresholding schemes based on connectivity strengths such as the density thresholding. Taken together, the OMST-based thresholding scheme extracts connections from wide range of brain areas without differentiating weak connections and produces networks with no isolated nodes, all of which would be great advantages for the community structure analysis as well as network analysis on large-scale networks.
APPENDIX B

Modularity

Partitioning of the network nodes into modules was completed by maximizing the modularity index $Q$, which represents the density of links inside modules compared to links between modules. The modularity index $Q$ is defined as

$$Q = \frac{1}{2m} \sum_{i,j} \left[ W_{ij} - \frac{k_i k_j}{2m} \right] (c_i, c_j)$$

where $W_{ij}$ is the weight of the edge between node $i$ and node $j$, $\gamma$ is the spatial resolution parameter, $k_i$ is the sum of the weights of the edges linking to node $i$, $c_i$ is the community to which node $i$ belongs to, the $\delta$-function $\delta(u,v)$ is 1 if $u = v$ and 0 otherwise, and $m = \sum_i W_{ij}$. For networks with strong community structures, the modularity index typically falls in the range of 0.3 to 0.7 (Newman and Girvan, 2004). Here, the spatial resolution parameter, $\gamma$, is a hyper-parameter, which must be defined a priori. Higher $\gamma$ detects more communities, while lower $\gamma$ detects larger communities.
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TABLES

Table I. Twenty-seven network metrics introduced into the feature selection and the regression analyses, including three metrics for the whole network, twelve intra-module metrics and twelve inter-module metrics. The subscripts indicate the four subnetworks: frontal F, parietal P, temporal T and occipital O subnetworks. The subcortical S subnetwork was not examined due to its small size. For the inter-module metrics, the metrics were calculated for all possible six inter-module connections. The p-values and coefficient values are the results of the logistic regression for Rest1 vs. Rest2 comparison and those of the multivariate linear regression analysis for the correlation with the linear trends in median RT during the task runs, except the p*-value for the density of the whole network obtained with the permutation test to compare Rest1 and Rest2. The hyphen "-" indicates the features, which were not selected with the feature selection.

<table>
<thead>
<tr>
<th></th>
<th>Rest1 vs. Rest2</th>
<th>Correlation with RT changes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>p-value</td>
<td>β</td>
</tr>
<tr>
<td><strong>Whole network</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>density</td>
<td>d</td>
<td>p* = 0.015</td>
</tr>
<tr>
<td>characteristic path length</td>
<td>L</td>
<td>-</td>
</tr>
<tr>
<td>clustering coefficient</td>
<td>C</td>
<td>-</td>
</tr>
<tr>
<td><strong>Intra-module metrics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>density d_u</td>
<td>d_F</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>d_P</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>d_T</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>d_O</td>
<td>-</td>
</tr>
<tr>
<td>characteristic path length L_u</td>
<td>L_F</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>L_T</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>L_O</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>C_F</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>C_T</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>C_O</td>
<td>-</td>
</tr>
<tr>
<td><strong>Inter-module metrics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>density d_uv</td>
<td>d_FP</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>d_FT</td>
<td>0.017</td>
</tr>
<tr>
<td></td>
<td>d_FO</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>d_TO</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>d_PO</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>d_TO</td>
<td>-</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Characteristic path length ( L_{uv} )</th>
<th>( L_{FP} )</th>
<th>( L_{FT} )</th>
<th>( L_{PO} )</th>
<th>( L_{PT} )</th>
<th>( L_{TO} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.0002</td>
<td>1.31</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>- 0.004</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
<td>0.004</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

FIGURE LEGENDS

Figure 1. Experimental design. Each participant underwent three rest (R) and four task (T) runs in the order of RTTTTRR (A). Changes in the network metrics of each subnetwork were examined for Rest1 vs. Rest2. Additionally, the correlation between changes in median RT (linear trends of changes in RT from Task1 to Task4) and changes in network topology of subnetworks (Rest2 - Rest1) was investigated. During the rest runs, a white fixation cross was presented at the center of the screen, and the participant laid calmly on his or her back with eyes open. During the task runs, the participant performed a visual oddball task, in which four alphabet characters ('b', 'd', 'p' and 'q') were presented in a random order, and the participant was instructed to press the button when the pre-defined target letter was presented (B). The target was different for each run. Each run consisted of 150 trials: 30 target, 90 non-target, and 30 null trials. The duration of each run was 5 minutes and 26 seconds.

Figure 2. Flowchart of the construction of individual networks and modular decomposition. For each participant and each run, resting-state BOLD fMRI data were acquired (A) and pre-processed. The pre-processed signals were parcellated according to the Harvard-Oxford atlas (HOA) (B) to derive 112 BOLD time-series data averaged over voxels within each brain region (C). The averaged BOLD signals were decomposed with the maximal overlap discrete wavelet transform (MOWDT) (D). In this study, we focused on the wavelet scale of 2, which corresponded to the frequency range of 0.06 to 0.125 Hz. Next, a wavelet correlation matrix was obtained with the Ledoit-Wolf shrinkage covariance estimator of the power of the wavelet coefficients (E). The Fisher's Z-transformed correlation matrix was thresholded with the data-
driven topological filtering scheme based on the orthogonal minimum spanning trees (OMSTs), yielding a topological graph (F). The graph was decomposed into subnetworks via the Louvain method for community detection, according to the protocol introduced by Sporns and Betzel (Sporns and Betzel, 2016) (G).

Figure 3. The representative community structure of individuals obtained with consensus clustering. The resultant community structure consisted of five subnetworks: frontal, parietal, temporal, occipital and subcortical subnetworks (A), which were generally consistent with previous studies showing modular organization of functional brain networks. The representative community structure obtained at pre-task run (Rest1) and the average connectivity at Rest1 overlaid on an image of the brain surface is depicted in (B).

Figure 4. Changes in hit rates (A) and median RTs (B) over the four task runs. A significant effect of time-on-task was observed, which was manifested as a decrease in hit rates and an increase in median RTs. Error bars indicate 95% confidence intervals estimated with bootstrapping.

Figure 5. The averaged connection matrices across participants at pre- and post-task, rearranged with the representative community structure (A) and their circular representations (B). The color bar on the right in (A) indicates the identified subnetworks used to rearrange the connection matrices. The individual correlation matrices were averaged separately for pre- and post-task, and connection matrices were obtained with the same protocol as the individual connection matrices. Please note that these average graphs are only for demonstration purposes and were not used for the data analysis. As shown in (A), the OMST-based topological filtering produced topological graphs, in which weak connections were particularly maintained in the temporal subnetwork. The averaged networks appeared denser in the graph at post-task compared with the graph at pre-task (A), particularly with inter-module connections (B). The frontal subnetwork and its connections with the other areas, which is
highlighted with red rectangles overlaid on the connection matrices in (A), is depicted for pre- and post-task in (C). The inter-module connections in the frontal subnetwork increased at the post-task run.

Figure 6. The density of the whole network d (A) and those in the inter-module density between the frontal and the temporal subnetworks d_{FT} (B) at Rest1 and Rest2. The significant difference in d were found with the non-parametric permutation test with 10,000 resamples, yielding an adjusted P value. Also, only d_{FT} was selected with the feature selection and the subsequent logistic regression analysis revealed a significant effect of d_{FT} in discriminating Rest1 and Rest2.

Figure 7. The partial regression plots showing the associations between the cognitive decline and the inter-module network metrics. Seven features including the four inter-module metrics and three intra-module metrics were selected out of twenty-seven features including network metrics for the whole network with the feature selection. The multivariate linear regression was performed to see whether the selected features had significant power in predicting individual linear trends in median RT during the task runs. While the inter-module density between the parietal and the temporal subnetworks d_{PT} (A), that between the temporal and the occipital subnetworks d_{TO} (B) and the inter-module characteristic path length between the frontal and the temporal subnetworks L_{FT} (C) showed positive effects, the inter-module characteristic path length between the parietal and the occipital subnetworks L_{PO} showed a negative effect (D).

Figure 8. The partial regression plots showing the associations between the cognitive decline and the intra-module network metrics selected with the feature selection. The multivariate linear regression analysis revealed that, while the intra-module density of the frontal subnetwork d_{F} (A) and the intra-module characteristic path length of the parietal subnetwork L_{P} (B) showed negative effects, the intra-module clustering coefficient of the parietal subnetwork C_{P} (C) showed a positive effect.
Figure A1. The averaged connection matrices across participants at REST1. The matrices were thresholded with the density thresholding scheme (A) and the OMST-based thresholding scheme (B). While the density thresholding does not extract weak connections at the bottom and the right side of the matrices, which would produce disconnected nodes and fragmented community structures, the OMST thresholding extracts connections from a wide range of the matrix without differentiating weak ones. As the density level increases, the connection matrices produced by both thresholding schemes converged.

Figure A2. The relationships between the Euclidean distance and weights of connections extracted with the density thresholding scheme. The extracted connections were biased toward the upper part of the figures although the distances of the connections were widely distributed.

Figure A3. The relationships between the Euclidean distance and weights of connections extracted with the OMST thresholding scheme. The connections were extracted from a wide range of both distances and weights.